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We study the ultimate limits of hardware solutions for the self-protection strategies against permanent faults

in networks on chips (NoCs). NoCs reliability is improved by replacing each base router by an augmented

router which includes extra protection circuitry. We compare the protection achieved by the self-test and self-

protect (STAP) architectures to that of triple modular redundancy with voting (TMR). Two STAP architectures

are considered. In the first one, a defective router self-disconnects from the network, while it self-heals in the

second one. In practice, none of the considered architectures (STAP or TMR) can tolerate all the permanent

faults, especially faults in the extra-circuitry for protection or voting, and consequently, there will always

be some unidentified defective augmented routers which are going to transmit errors in an unpredictable

manner. This study consists of tackling this fundamental problem. Specifically, we study and determine the

average percentage of residual unidentified defective routers (UDRs) and their impact on the overall reliability

of the NoC in light of self-protection strategies. Our study shows that TMR is the most efficient solution

to limit the average percentage of UDRs when there are typically less than a 0.1 percent of defective base

routers. However, TMR is also the most cost prohibitive and the least power efficient. Above 1% of defective

base routers, the STAP approaches are more efficient although the protection efficiency decreases inexorably

in the very defective technologies (e.g. when there is 10% or more of defective base routers). For instance, if

the chip includes 10% of defective base routers, our study shows that there will remain on the average 1% of

UDRs, which causes a major challenge for NoC reliability.
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1 INTRODUCTION

With technology scaling, hardware reliability has become a major obstacle to reaping the ben-
efits of increased integration projected by Moore’s law. Integrated circuit reliability is affected
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by many parameters, including design-related parameters such as gate oxide width, wire cross-
sectional area, integration density, and chip area; process-related parameters such as defect size,
distribution, and density; and operation-related parameters such as voltage, power density, and
temperature. There is a wide body of literature that deals with the reduction of dimensions and
the inevitable increase of fluctuations occurring at atomic scale (e.g., see [1–4], which, in turn,
raises the occurrence of permanent faults in future chips with billions of transistors. Making the
chip capable of autonomously detecting and tolerating its faults is a problem of extreme difficulty,
with multiple and overlapping aspects. One may consider tolerating faults at different abstraction
levels: at the transistor level (which corresponds to the finest granularity in the physical layers)
[1–3], then at the gate level [5–7], at the memory level with self-test and self-repair mechanisms
[8–12], at the router level in networks on chips (NoCs) [13–16], at the processor (or core level).
and with assertions at the software level [17].

Although processing cores and on-chip memory take up most of the silicon area and receive
considerable attention in reliability research, the NoC occupies a growing amount of silicon area
(and volume), spanning several metal layers and router logic. It is predicted that future chips will
contain thousands of cores interconnected by a sizeable NoC. The NoC is neither immune to hard
faults nor unaffected by the adverse increase in hard faults caused by technology scaling. There-
fore, it is of utmost importance to focus on the reliability of future NoCs [18–24].

The reliability of NoCs depends on the occurrence of faults in links and/or in routers. Since the
reliability of physical links has been extensively studied and adequate and cost-effective solutions
exist [25–27], we do not consider faults in links in this work. We focus on the permanent faults ap-
pearing in routers, which we think are more difficult to detect. Permanent faults within the router
constrain the flow of information within the router since the router is responsible for buffering
the incoming packets, routing the packet to the appropriate output port, allocating input/output
buffers and allocating a switch for reaching the output ports. Therefore, permanent faults within
the router should be detected, and packets should be rerouted to avoid faulty components and
ensure a reliable flow of information across the router.

There is a well-known approach to self-protecting the NoC that consists of replacing the
original base router by an augmented router (AR), including extra self-protection circuitry. One
can consider two variants: (1) Self-Test and Protecting (STAP) and (2) Replicated Architecture with

Voting (RAV).

—In STAP architecture, the augmented router is made up of the base router, a fault detector,
multiplexers (Mux) and demultiplexers (DMux; to enable physical reconfiguration) and a
protection block, as will be shown in the next section. Each augmented router starts oper-
ation in a test session fully dedicated to the identifcation of permanent faults in the base
router in conjunction with physical reconfiguration when faults are detected.

—In RAV design, the augmented router is made up of several replications of the base router
that execute in parallel the same processing (so-called space redundancy) and a majority
voter to define the correct result on the fly. The most common example is triple modular
redundancy (TMR) [28, 29]. Note that there is neither an initial session dedicated to the
identification of faults nor a physical reconfiguration in these architectures.

There are fundamental problems in each architecture, as follows.

—In the STAP approach, not all faults can be detected in the base router because there is no
mechanism that can provide 100% fault coverage. Moreover, the extra protection circuitry
itself can introduce faults that cannot be detected. Because of these issues, there will always
be defective routers that are unidentifiable (we call them unidentified defective routers,
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UDRs). The percentage of UDRs increases in the strongly defective technologies, which we
will define shortly.

—In the TMR approach, the cost (chip area and circuitry) is too prohibitive (triplication of the
base router and additional voting circuitry). Moreover, the power consumption is too high
because the redundant circuitry is always on as opposed to STAP architectures where there
is no extra power consumption owing to protection (the base router or the protection is
activated but not both at the same time). Finally, there is an intrinsic limitation because all
RAVs degrade the reliability when the fault probability of the base router exceeds p = 0.5,
regardless of the number of redundant routers.

In this work, we study the ultimate limits of hardware solutions for the self-protection strategies
against permanent faults in NoCs. We tackle this often-neglected fundamental problem: that is,
the increase of the percentage of UDRs starting from the weakly defective technologies (when the
percentage of defective base routers is lower than 0.1%) to the strongly defective technologies when
it is larger than a few percent. We compare the residual percentage of UDRs, when the protection
is achieved by self-test and self-protect (STAP) architectures to that of triple modular redundancy
with voting (TMR). As previously stressed, none of the considered architectures (STAP or TMR)
can detect all permanent faults. Consequently, some unidentified defective augmented routers may
remain that are going to transmit errors in an unpredictable manner.

The article is organized as follows. In Section 2, we introduce two NoC self-protecting architec-
tures, one based on router self-disconnection and another on router self-healing. We also describe
in detail the dependability issues generated by these architectures. In Section 3, we develop a prob-
abilistic model to determine the appropriate state of the augmented router that may be fault free,
protected. or unidentified and defective (UDR). We derive the average percentage of UDRs in the
NoC. In Section 4, we derive the transistor counts for the self-healing routers. In Section 5, we
study the persistence of UDRs for the STAP and TMR architectures. We provide our conclusions
in Section 6.

2 PROPOSED STAP ARCHITECTURES

We consider two STAP architectures: the first is based on self-disconnection and the second on
self-healing. In the self-disconnect architecture, the router disconnects from the NoC; in the self-
healing architecture, the router repairs itself in whole or in part by activating a protection block.

2.1 Self-Disconnecting Architecture (SDA)

Figure 1 shows that the base router is surrounded by a fault detector (FD) to detect the faults
and several multiplexers (Muxes) and demultiplexers (DMuxes) to enable physical reconfigura-
tion of routes. For simplicity, we describe a 2 × 2 router; in reality, a 5 × 5 router is needed in
a 2-dimensional (2D) mesh network. We call the full circuit shown in Figure 1 an AR. The thick
lines show the paths activated at startup: All Muxes and DMuxes are configured so that the fault
detection can test the base router while the inputs In1 and In2 are blocked during the test. In
other words, all routers are by default disconnected at startup, when the test session is initiated.
Self-detection and reconfiguration are conducted autonomously as follows.

(1) The test vector generator (see the TVG block) injects test vectors into the base router
and compacts the test stream into a test signature S2. Compacting is based on the cyclic
redundancy check (CRC) of the test stream [30].

(2) The test signature S2 is compared to the reference S1 (i.e., the signature of the fault-free
base router). The comparator C generates a single decision bit, which controls the recon-
figuration of all Muxes and DMuxes.
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Fig. 1. Self-Disconnecting Architecture (SDA). Thick lines show the activated routes at startup. The fault
detector (FD) is looped to the “Base Router” to execute the fault detection.

Fig. 2. Self-healing Architecture (SHA) Thick lines show the default routes activated across the architecture
at startup, before the test.

(3) When S1 is equal to S2 (e.g., no fault detected), the Muxes and DMuxes are reconfigured
so that the inputs In1 and In2 are forwarded to the base router and the base router is
connected to the network (e.g., the DMuxes are connected to the output lines Out1 and
Out2). If S1 is not equal to S2, the based router stays disconnected from the network.

2.2 Self-Healing Architecture (SHA)

Figure 2 shows the self-healing architecture (SHA).
The fundamental difference between the SHA and the SDA described in the prior section is the

addition of the PROTECTION block, which consists of circuitry that can mimic in whole or in part
the functionality of the base router with minimal hardware. The PROTECTION block consists of
most of the router functionalities that are necessary when faults are observed within the main
router. Several schemes have been proposed for achieving self-healing routers (e.g., see [13–15]).
Probably, the simplest PROTECTION block is a bypass module that forwards West-incoming mes-
sages to East, similarly North-incoming messages to South, and conversely. The most complex is
likely a duplication of the base router. As in the SDA, the base router is connected at startup to the
fault detection block to enable self-test without reconfiguration.
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Fig. 3. Router configuration in the SHA architecture when the baseline router is not faulty at the end of the
STAP procedure. Thick lines show the activated routes in the router. Inputs In1 and In2 are forwarded to the
base router, and the fault detector disconnected.

Fig. 4. Illustration of the fundamental problem of UDRs in the SDA. Figure 4(a) shows the initial state of
the architecture, including detectable and undetectable routers. Figure 4(b) shows the state at the end of the
startup detection and disconnection procedure.

If faults are detected (when S1 � S2), no reconfiguration takes place. Thus, in the SHA, the
PROTECTION block stays connected to the NoC. If no permanent fault is detected, reconfiguration
takes place and the base router is connected to the NoC. Figure 3 shows the reconfiguration in the
SHA.

2.3 Reliability Limits of the Proposed STAP Architectures

The limit of the proposed STAP network stems from the occurrence of UDRs. To illustrate this
problem, we provide two examples covering both architectures. Figure 4 details this fundamental
problem in the SDA.
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Fig. 5. Illustration of the fundamental problem of UDRs in SHA. Figure 5(a) shows the initial state of archi-
tecture (it includes detectable and undetectable routers). Figure 5(b) shows the state after the startup STAP
procedure.

We consider a 2D-mesh network with 5 × 7 = 35 nodes. Fault-free routers are represented by
dark-green dots. We assume that there are 9 defective routers. Seven of them, owing to detectable
faults in the base router, are indicated by yellow dots in positions (0,2), (2,1), (2,2), (2,4), (4,1), (4,3),
and (5,0). In addition, there are two UDRs in positions (4,4) and (5,1) indicated by red dots as shown
in Figures 4(a) and 4(b), the latter of which displays the NoC state at the end of the STAP procedure.
Each augmented router diagnosed as faulty by its fault detector self-disconnects from the network
and becomes a hole (see the holes in the network) except the two UDRs. The challenge consists of
finding at least one connecting route between any pair of functional routers that circumvents the
holes (i.e., the disconnected detectable defective routers) and includes no red routers (undetectable
defective routers).

Figure 5 details the fundamental problem in the SHA. Figure 5(a) shows the initial state. It is
similar to the initial state of the SDA except that there are two more UDRs (indicated by black
circles) due to the possible occurrence of faults in the PROTECTION block. Note that, by default,
there is no specific fault tolerance implemented in the PROTECTION BLOCK (e.g., the protection
block is not further protected). Figure 5(b) shows the state of the architecture at the end of the
STAP procedure. Routers diagnosed as faulty by the fault detector are healed (these are indicated
by the blue circles in the network); the red UDRs and the newly introduced black UDRs show up
in the final state of the NoC.

Figures 4 and 5 highlight two fundamental questions that become critical in massively defective
technologies:

(1) What is the preferable solution to preserve the dependability of communications: A
NoC with many holes but few UDRs (Figure 4) or a NoC without holes but more UDRs
(Figure 4)?

(2) How to find at least one connecting route (between any pair of functional routers), which
includes neither a red nor a black router (i.e., no UDRs). However, for any given chip, this
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challenge cannot be fulfilled since it is totally impossible to pinpoint the exact location of
the UDRs, hence, the necessity for this study.

In the next section, we calculate the average residual percentage of UDRs in the NoC for the pro-
posed STAP architectures and recall the known results for TMR. We underline that, in this article,
we quantify and characterize only the limits of dependability, and we do not provide solutions to
discover the UDRs in a given NoC. This will be done in a separate study.

3 AVERAGE PERCENTAGE OF UNIDENTIFIED DEFECTIVE ROUTERS

It should be emphasized that the mean percentage of UDRs is also the probability PUDR that the
router is UDR. Thus, we first calculate the probabilities for the different operation states for STAP
and TMR routers.

3.1 Reliability Limits of the Proposed STAP Architectures

Here, we consider the self-disconnecting and self-healing architectures described in the previous
section. We distinguish three possible operation modes of the augmented router at the end of the
STAP procedure:

Mode 0: Operation with Base Router Activated

This mode occurs in two cases.

Case 1: The base router, the Mux/DMux and the FD, are all fault-free. Thus, the FD calculates the
correct test signature S2. As S2 = S1, all Muxes/DMuxes are configured to forward the
inputs In1 and In2 to the base router, which, in turn, connects output lines Out1 and Out2
(see Figures 2 and 3). The probability in this case is

P01 = RRRDRMux , (1)

where RR, RD, and RMux are, respectively, the reliabilities of the base router, the FD, and
Muxes/DMuxes. The reliability of a block is the probability that it contains no permanent
fault. For instance, the probability RR that the base router is reliable is

RR = (1 − fT r )NR , (2)

where fTr is the probability that a transistor is defective and NR the base-router transistor
count. The probability FR that the base router is defective and includes one or several faults
is FR ≡1 − R. Similar equations hold for any block. For instance, the reliability of the fault
detector (if no specific protection mechanisms are implemented) is

RD = (1 − fT r )ND , (3)

where ND is the transistor count of the fault detector.
Case 2: We mention this case although its contribution is small compared to that of case 1. The base

router and the Muxes/DMuxes are still fault free, but the FD is now faulty. Nevertheless,
from time to time, it computes the correct signature. Obviously, this case is very unlikely
but it is still possible. Because S2 = S1, node inputs are forwarded to the base router. The
corresponding probability is P02 = RR (FD )RMux , where FD = 1 – RD is the probability that
the fault detector is faulty. ɛFD is the probability that FD is faulty but calculates the correct
signature, where ɛ is a small number compared to 1.

The probability R(0) that the augmented router works deterministically in state 0, that is, with the
base router activated, is

R (0) = RR (RD + FD ) RMux . (4)
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Mode 1: Operation with Protection Block Activated

This mode occurs in two cases:

Case 1: The base router includes faults, and at least one fault is detected by the fault detector,
which switches the Mux and DMux to activate the protection circuit. The operations are
reliable if the Mux/DMux and the protection block are also fault free. The corresponding
probability is

P1,0 = FR,DRDRMuxRP , (5)

where RD, RMux, and RP are the reliability probabilities calculated with equations similar
to Equation (2). Thus,

RP = (1 − fT r )NP (6)

RMux = (1 − fT r )NMux (7)

NP and NMux are the corresponding transistor counts.
—FR ,D is the probability that the fault detector detects at least one fault in the base router.

To calculate this term, we first introduce the fault coverage k of the detector. It is de-
fined as the “average percentage of faults that the test can detect when applied to a
module” [31]. It is an average value because faults are distributed differently in each
module, making the fault detection efficiency module dependent. For a module with N

transistors, the average number of defective transistors diagnosed as such is thus kfTrN.
The complement (1-kfTr)N is the average number of transistors not diagnosed as faulty.
As far as the average value of detected faulty transistors is concerned, 1 − k fT r may be
viewed as the probability for one transistor not being diagnosed as defective. Note that:
1 − k fT r ≡ [1 − fT r ] + [1 − k]fT r t. This equation makes sense, as it means that a tran-
sistor is not diagnosed as faulty if it is not or if the fault is beyond the fault coverage k.

The probability that no fault is detected in the base router is (1 − k fT r )NR . The com-
plement is just FR,D, that is, the probability that at least one fault is detected and, conse-
quently, that the activation of the protection block reliably maintains the operation of
the augmented router.

FR,D = 1 − (1 − k fT r )NR (8)

Case 2: False alarm. It occurs when the protection block is uselessly activated while the base router
is not defective. We mention it although it is of second order. It is possible to distinguish
two subcases:
(a) The FD contains faults; thus, it may calculate an incorrect signature of the base router.

If it does, the decision circuit activates the protection block erroneously. The corre-
sponding probability is

P1,1 = [1 − ε]FDRMuxRP .

where [1-ɛ]FD is the probability that the FD calculates some incorrect signature. ɛ is a
small number compared to 1.

(b) Muxes/Dmuxes are faulty and activate the protection block without actual fault in the
base router. The corresponding probability is P1,2 = RDεFMuxRP ; ɛ is a small number
compared to 1. This probability is surely extremely small, as several faults must occur
simultaneously in Mux and DMux to reconfigure the routes across the augmented
router.
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The probability R(1) that the augmented router works deterministically with the protection
block activated is the sum of P1,0, P1,1, and P1,2. It reads as follows:

R (1) =
(
FR,DRD + [1 − ε] FD

)
RMuxRP + RDεFMuxRP . (9)

Mode 2: Unreliable Operation

The augmented router operates in this mode when it contains faults, possibly undetected in the
base router, and/or in the FD, the Mux/DMux, or the protection blocks that are not protected. The
probability PUDR that the augmented router is in the unreliable state 2 is

PU DR = 1 − R (0) − R (1) .

Equations become simpler if we consider only the dominant contributions, that is, if we use P01

(see Equation (1)) for R(0) and P10 (see Equation (5)) for R(1). Then,

PU DR = 1 − [RR + FR,DRP
]
RDRMux . (10)

The different terms of the right-hand side of Equation (10) are defined by Equations (2), (3), and
(6) to (8), which depend only on fTr, k, and on the transistor count for the different blocks under
consideration. When fTr is very small and the reliability of the detector and the Mux/DMux are
very close to 1, PUDR reduces to the next regular limit, which we shall reuse in Section 5.1:

lim
fT r→0

PU DR ≈ 1 − [RR + FR,DRP
] ≈ (1 − k ) fT rNR . (11)

We must underline that the equations integrate no special protection for the fault detector (i.e.,
the CRC, which generates the test signature, and the comparison block C), because it is easy to
make it very robust due to their relatively small size. We distinguish the following:

(1) Faults due to the intrinsic limitations of the CRC algorithm. This is because two different
test streams may generate the same CRC and fail in detecting transmission error during
the test. The probability of this error is p = 2−NPoly , where NPoly is the degree of the CRC
generation polynomial used to calculate the signature. The solution to avoid this problem
consists of using a 32b CRC, which makes the error probability p negligible [30].

(2) Physical faults in the CRC circuitry. The occurrence of faults may be dramatically reduced
using redundancy strategies and majority vote. However, the most efficient solution is
likely to quadruple each transistor [5–7], replacing each transistor (say, T) by the logic
function (T+T) (T+T) or TT+TT. This way, any single transistor defect (stuck-open, stuck-
short, and/or bridge) is tolerated, as well as double stuck-open (or their corresponding
bridge) defects (as long as they do not occur in any two parallel transistors) and double
stuck-short (as long as they do not occur in any two series transistors).

(3) Physical faults in the comparator. They may also mask the difference between S1 and S2.
TMR may make this circuit reliable. Transistor quadrupling is also a possible solution.

3.2 Reliability Limits of Replicated Architectures with Voting (RAV)

We restrict RAV to TMR architecture. Consistent with Figures 1 through 3, Figure 6 shows TMR
applied to a 2-input/2-output base router. Figure 6 shows the case of 2b transmission parallelism.
Each MV block is a 1b-majority voter. We distinguish two operation modes.

Mode 0: Reliable Operation

Operations are reliable (i.e., no error is ever transmitted) when at most one basic router contains
faults and when all 1b majority voters are reliable. The corresponding probability is RTMR:

RT MR =
(
R3

R + 3R2
RFR

)
R5NP

MV
. (12)
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Fig. 6. Augmented router architecture in the TMR approach. MV is a 1b majority voter.

The exponent 5NP comes from the application of TMR to routers in 2D mesh with 5-input/output
routers and transmission parallelism NP. The reliability RMV of a 1b voter is simply

RMV = (1 − fT r )NMV . (13)

Mode 1: Unreliable Operation

Router operations are unreliable when they are not in state 0. The corresponding probability is

PU DR = 1 −
(
R3

R + 3R2
RFR

)
R5NP

MV
. (14)

When FR << 1, Equation (14) reduces to:

PU DR = F 3
R + 3F 2

R (1 − FR ) +
5NPNMV

NR
FR . (15)

This equation is especially interesting as it shows that, in the weakly defective technologies
(when FR → 0), the faults occurring in the unprotected voters become the dominant source of
unreliability.

4 TRANSISTOR COUNTS IN AUGMENTED ROUTERS

The transistor counts are needed to calculate the reliability terms RR, RD, RP, RMux, and FR,D (see
Equations (2), (3), and (6)–(8)) and the probability PUDR that a router is undetected and defective
(Equations (10) and (14)). We derive below these counts for the different constituting blocks.

—Count for Mux/Demux: We count 7 transistors per 2-input multiplexer and 5 transistors per
2-output demultiplexer. Thus, for 32b wide paths in the augmented router and the 5-channel
routers under consideration, the transistor count is NMux = 32 × 5 × 12 ≈ 2000 in the SDA
(Figure 1) and twice more in the SHA (Figure 2).

—Count for the baseline router: The base design considered in this work is a five-port NoC
router architecture, as shown in [13–15]. The five ports correspond to the four directions
in the 2D mesh plus one connection to the local processing element. The transistor count
is NR∼ 200 kTr (kilo transistors) [32].

—Count for the CRC-based fault detector: The speed of the CRC circuit is not critical because
it is active only during the initial test session. Nevertheless, to make the duration of the
test as short as possible, it is advantageous to adopt a parallel implementation of the CRC
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Fig. 7. Mean percentage of UDRs versus the percentage of defective base routers. The fault coverage of the
detector is k = 0.98. Both axes are in log scale.

following [33–35] with, as negative consequence, an increase of the size of the CRC circuits.
Nevertheless, regarding the transistor count ND, it remains less than 30 kTr even for a 32b
CRC.

—Count for the protection block: We count NP = 0 in the SDA because there is no PROTEC-
TION block. Several SHA for routers have already been published. The transistor count NP

of the PROTECTION block ranges from 85 to 657 kTr, depending on the implementation
choices. We shall use NP as a free adjustable parameter ranging from zero transistors (SDA
case) to 200 kTr to show the critical impact of the block size on the percentage of UDRs.

—Count for 1b voter in TMR: A 1b synchronous-voter circuitry requires 12 or 14 transistors
[36].

5 LIMITS OF SELF-PROTECTING ARCHITECTURES

In this section, we evaluate the limits of the self-protecting architectures with different detector
coverage rates of k = 0.9 and k = 0.98. We chose these two different values of k to evaluate the
impact when the NoC has typically less than 1% of defective base routers and 10% or more.

5.1 Limit of STAP Architectures for k = 0.98

Figure 7 displays the mean percentage of residual UDRs considering the SDA, SHA (see Equa-
tion (10)) or TMR (see Equation (14)) approaches to the percentage of defective base routers in the
unprotected network (Equation (2)).

—The red curve shows the percentage of UDRs due to the sole occurrence of undetectable
faults in the base router. When FR is small—say, lower than 10-2—the percentage of UDRs
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reduces to Equation (11), that is, PU DR = (1 − k )FR . Point A in Figure 7 follows exactly this
law because its abscissa is FR=2× 10-3 and its ordinate just PUDR = 4× 10-5 = (1-k)FR. Figure 7
clearly shows that all curves are very close in the weakly defective case, that is, when the
NoC has typically less than 1% of defective base routers (that is, FR < 10-2). This means
that UDRs are mostly due to the occurrence of uncovered faults in the base router. Faults
occurring in the fault detector, in Mux/DMux, and in the PROTECTION block are negli-
gible. Things change when the NoC includes typically more than 10% of defective base
routers.

—The green curve shows the mean percentage of UDRs in the SDA. The green and red curves
are obviously in close proximity. This means that, in the SDA, the faults occurring in the
protection circuitry finally do not generate much more UDRs than those undetectable in
the base router. This is not really surprising, because there is no protection block and the
sole faults making the augmented router UDR (in addition to the undetected faults in the
base router) are those occurring in the Muxes/DMuxes.

—The blue curve shows the mean percentage of UDRs in the SHA (see the red and black dots in
Figure 5). The blue curve is clearly above the green and red curves in the strongly defective
limit because there is a significant percentage of UDRs due to the occurrence of faults in
the protection block. To highlight this effect, we added the black curve, which shows the
percentage of UDRs when the PROTECTION block is large and duplicates the base router,
with the transistor count of 200 kTr. It is obvious that any increase in size of the protection
block incurs a significant increase of the percentage of UDRs in the NoC.

—Lastly, the solid brown line shows the mean percentage of UDRs in the TMR approach,
calculated using Equation (14). Figure 7 shows that TMR is the most efficient approach to
reduce the average percentage of UDRs when there are typically less than 0.4% of defective
base routers. However, two important points need attention in the weakly defective case:
First, neglecting faults in voters leads to an unrealistic overestimation of the efficiency of
TMR to reduce the percentage of UDRs. This is demonstrated by comparing the dashed and
solid brown lines in Figures 7 and 8. The dashed line (when faults in voters are neglected)
is well below the full TMR solid line. It is too optimistic. UDRs are mostly due to faults
in voters. Second, TMR is not dramatically more efficient than STAP because PUDR linearly
scales as 5NPNMV FR/NR (see Equation (15)) for TMR while it scales as (1 − k )FR in the STAP
architectures (see Equation (11)). Above 2% of defective base routers, STAP architectures are
clearly more efficient than TMR.

5.2 Limit of STAP Architectures for k = 0.9

Figure 8 shows PUDR versus FR when the fault coverage of the detector is only k = 0.9. Trends are
similar to those described in the previous figure. The essential difference is the noticeable increase
of the percentage of UDRs. This is logical because less faults can be detected in the base router
when k is 0.9 instead of 0.98.

Figures 7 and 8 show that the SDA generates much less UDRs than the SHA, which seems at
first sight a decisive advantage for this architecture. Unfortunately, the SDA creates holes in the
NoC, with the negative consequence that the increase of the hole percentage reduces the number
of existing routes between any two nodes. Consequently, the SDA faces a communication barrier
in the defective technologies typically above 30% of disconnected routers.

Figure 9 highlights this problem. Blue squares represent the average percentage of lost routers
versus the number of disconnected routers. A router is said to be lost either because it has been
diagnosed as faulty and disconnected (the percentage is P10; see Equation (5)) or because it is
isolated from the rest of the NoC by the surrounding holes. Points A, B, and C in Figure 9 show
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Fig. 8. Mean percentage of UDRs versus the percentage of defective base routers. Same calculation as re-
ported in Figure 7, except that the fault coverage is k = 0.9. Both axes are in log scale.

Fig. 9. Mean percentage of lost (blue squares) or fault-free routers (green triangles). Simulation of node
reachability where conducted in a 2D mesh with 450 nodes.
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the issue. Below 20% of defective (and disconnected) base routers (point A), the average number
of lost routers is equal to the number of disconnected routers.

Now, point B shows that at 40% of disconnected routers, about 45% of the routers are lost. This
occurs because about 5% of reliable routers are isolated by those that are disconnected. Things
become dramatic in the more defective technologies. Point C shows that if about 50% of the routers
are diagnosed as faulty and disconnected, then 70% of the routers are lost!

Now, Figure 9 leads to a communication barrier. It is indeed obvious, without any calculation,
that the probability that at least one route exits between any two nodes must inevitably collapse
with the increase of lost routers and for increasingly distant nodes. This problem is similar to the
percolation limit in solids. Our studies [37, 38] showed that this limitation occurs above 30% of
disconnected routers in a 2D mesh. These studies of the communication barrier were conducted
using the flooding protocol, which surely consumes communication resources in high quantities
but is probably the most efficient protocol to discover the existence of routes. Discovering routes
with adaptive routing protocols (which are much less resource demanding; e.g., see [39, 40]) is of
interest but cannot push away the communication barrier.

6 CONCLUSION

In this article, we studied the limits of hardware solutions for self-protecting NoCs starting from
the weakly defective technologies (in which the percentage of defective base routers is lower than
0.1%) to the strongly defective technologies (in which it reaches upwards of 30%). We considered
both STAP and RAV architectures. The goal was to study the persistence of UDRs, which are a
major threat to the reliability of NoCs and the overall dependability of chips in future massively
defective technologies. We distinguish two cases:

Weakly defective case (typically less than 1% of defective base routers):
TMR architecture is the most efficient solution (see Figures 7 and 8). Moreover, TMR has several
important advantages: (1) no test session is needed at startup and (2) it tolerates transient faults
at runtime. TMR remains an attractive choice when power dissipation and transistor overhead
are not critical limiting constraints. If power dissipation is limited, STAP architectures must be
considered.

Strongly defective case (typically between 5% and 30% of defective base routers):
STAP architectures are more efficient than TMR in limiting the number of residual UDRs. More-
over, they need fewer extra transistors and consume less power. The comparison between the two
STAP architectures depends on the percentage of base defective routers. When the percentage of
defective base routers is less than 20%, SDA is definitely the most attractive solution (see Figure 9)
due to its simplicity and efficiency.
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