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Abstract—With the end of Dennard scaling, highly-parallel
and specialized hardware accelerators have been proposed
to improve the throughput and energy-efficiency of deep
neural network (DNN) models for various applications. How-
ever, collective data movement primitives such as multicast
and broadcast that are required for multiply-and-accumulate
(MAC) computation in DNN models are expensive, and re-
quire excessive energy and latency when implemented with
electrical networks. This consequently limits the scalability and
performance of electronic hardware accelerators. Emerging
technology such as silicon photonics can inherently provide
efficient implementation of multicast and broadcast operations,
making photonics more amenable to exploit parallelism within
DNN models. Moreover, when coupled with other unique
features such as low energy consumption, high channel capacity
with wavelength-division multiplexing (WDM), and high speed,
silicon photonics could potentially provide a viable technology
for scaling DNN acceleration.

In this paper, we propose Albireo, an analog photonic
architecture for scaling DNN acceleration. By characterizing
photonic devices such as microring resonators (MRRs) and
Mach-Zehnder modulators (MZM) using photonic simulators,
we develop realistic device models and outline their capability
for system level acceleration. Using the device models, we
develop an efficient broadcast combined with multicast data
distribution by leveraging parameter sharing through unique
WDM dot product processing. We evaluate the energy and
throughput performance of Albireo on DNN models such as
ResNet18, MobileNet and VGG16. When compared to cur-
rent state-of-the-art electronic accelerators, Albireo increases
throughput by 110 X, and improves energy-delay product
(EDP) by an average of 74 X with current photonic devices.
Furthermore, by considering moderate and aggressive photonic
scaling, the proposed Albireo design shows that EDP can be
reduced by at least 229 X.

Keywords-optical computing; silicon photonics; hardware
acceleration; deep neural networks

I. INTRODUCTION

The breakdown of Dennard scaling [19] coupled with
the computation intensity of deep neural networks (DNN)
[14] has prompted the development of specialized hardware
accelerators for improved performance on DNN inference.
These domain-specific accelerators have been shown to
greatly outperform general purpose processors that rely on
single instruction multiple data (SIMD) and single instruc-
tion multiple thread (SIMT) parallelism, which are typically

found in central processing units (CPUs) and graphics pro-
cessing units (GPUs) [54].

As the size and complexity of DNN models continues to
increase, hardware accelerators with various optimizations
have been proposed to improve throughput and reduce
energy consumption. Current accelerator designs employ
spatial architectures [7], exploit structured data patterns
(e.g. sparsity and quantization) [22], utilize approximate
computing schemes [40], and prioritize data movement in
near-data processing [11]. This recent shift in the computing
paradigm for DNNs has led architects to explore the benefits
of emerging technologies such as superconducting logic
[27], memristor arrays [49], logic folding [16], and silicon
photonics [5] to further improve throughput and energy
efficiency of DNN acceleration.

The use of silicon photonics has traditionally been in
communication systems, and more recently as an energy-
efficient alternative for on-chip interconnects [2]. Photonic
interconnects are extremely well suited for collective opera-
tions that involve data to be broadcast or multicast [12], since
signals can be easily split without the need for replication.
Such data distribution is prevalent in convolutional neural
networks (CNN), where locally-connected receptive fields
of the input volume have shared parameters (kernels) [17].
This is more difficult for electronic-based data distribution
where broadcasts incur high energy costs [30], which is often
circumvented through spatial or local reuse of data [54].

With the introduction of energy-efficient microring res-
onators (MRR) and tunable Mach-Zehnder modulators
(MZM), photonic interconnects can deliver high mod-
ulation speeds (>50 GHz) [43], consume low energies
(<70 fJ/bit) [18], [59], and provide high channel capacities
via wavelength-division multiplexing (WDM). As silicon
photonics continues to mature, it is becoming increasingly
promising as an alternative to digital electronics for high-
speed and energy-efficient computation. The inherent par-
allelism of optics provides the high bandwidth density
necessary to efficiently scale computation for DNNs [9].
Silicon photonics has the potential for O(N) energy scaling
for O(N2) fixed-point operations, whereas energy tends to
scale with O(N2) for digital systems [41]. The combination
of high-speed low-energy devices and fundamental paral-
lelism of optics potentially makes silicon photonics the next
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scalable solution that efficiently unites both computation and
data movement [37]. It must be noted that photonic devices
do not provide a drop-in replacement for digital components.
Rather, they have their own set of properties that yield a
completely different, yet potentially beneficial, computation
structure that can be exploited for DNNs.

There has been significant research in the past few years
where several groups have proposed photonic technology
for implementing both spiking neural networks (SNN) and
DNNs [5], [36], [45], [52], [55]. Prior works have in-
sufficiently characterized device precision limitations due
to crosstalk and noise thus far, underscoring the need for
a detailed exploration before designing system-level DNN
accelerators with photonics. These recently proposed pho-
tonic architectures accelerate generic dot products, but have
not fully exploited the potential speedup by leveraging the
shared parameters found in CNNs.

In this paper, we propose Albireo, an analog photonic
architecture for scaling DNN acceleration. By characterizing
photonic devices such as MRRs and MZMs using photonic
simulators, we develop a realistic expectation of device capa-
bility for system level acceleration. The precision limitations
imposed by MRRs and MZMs are quantified, which is the
driving factor for the Albiero architecture. We present a set
of photonic computation schemes that naturally exploit the
shared parameters and multicast data distribution found in
CNNs, which reduces energy consumption and significantly
increases throughput for CNN applications. Albireo imple-
ments an efficient broadcast combined with multicast data
distribution, and leverages parameter sharing through unique
WDM dot product processing in the proposed photonic
locally-connected units (PLCU). Albireo improves upon
prior work by not only leveraging shared parameters, but
by doing so through passively overlapping receptive fields,
significantly increasing computation parallelism.

We evaluate the energy and throughput performance of
the proposed Albireo architecture on CNN models such
as ResNet18 [24], MobileNet [26], and VGG16 [53], and
compare the results with both photonic and electronic ac-
celerators. We evaluate three Albireo designs: a conserva-
tive (C) estimate using current photonic devices that have
been demonstrated, a moderate (M) estimate using future
photonic device parameters that yields comparable energy
efficiency to current state-of-the-art electronic accelerators,
and an aggressive (A) estimate that makes Albireo a high
performance successor to current electronic accelerators.
When compared to low-power state-of-the-art electronic
accelerators like Eyeriss [7], ENVISION [39], and UNPU
[32], Albireo-C improves throughput by at least 20 X (110 X
on average), while improving EDP performance by 74 X on
average. Albireo-M estimates further improve performance
by reducing EDP by an average of 275 X. With Albireo-A
estimates, throughput is improved by an average of 177 X,
and EDP is improved by at least 229 X (690 X on average).

The major contributions of this paper are as follows:
• Characterization of Photonic Device Models: We

develop detailed MRR and MZM device configurations
using a combination of extensive modeling and simu-
lation in Lumerical INTERCONNECT. These models
are used to evaluate the crosstalk and noise margins
for the proposed optical subsystems of the hardware
accelerator, which determines the precision levels that
can be achieved for computation.

• Photonic Hardware Accelerator: We propose an ana-
log photonic accelerator that implements an efficient
broadcast combined with multicast data distribution,
and leverages parameter sharing through unique WDM
dot product processing in photonic locally-connected
units (PLCU). The use of MZMs for multi-wavelength
multiplication and star couplers for multicasting makes
Albireo distinct from other photonic accelerators, and
improves convolution energy efficiency and latency.

• Performance Evaluation: We evaluate the energy and
throughput performance of Albireo on CNN models
like ResNet18 [24], MobileNet [26], and VGG16 [53],
and compare the results with both photonic and elec-
tronic accelerators. As silicon photonics is still matur-
ing, we provide estimates that take into account current
as well as future device projections.

This paper is organized as follows: In Section II-A,
we provide background on the convolution operation; in
Section II-B, we explain optical arithmetic operations; in
Section III, we describe the proposed Albireo architecture;
in Section IV, we analyze the performance of Albireo; in
Section V, we discuss the related work; and in Section VI,
we conclude the paper.

II. PRELIMINARIES AND BACKGROUND

A. Convolution Operation

In this section, we give a brief description of the convo-
lution operation. Each convolution layer in a CNN performs
the convolution operation, which is a series of dot products
between kernels W and receptive fields in the input volume
A. An input volume is a three-dimensional data structure
with width Ax, height Ay , and depth Az . A receptive field
is a region of the input volume where the kernel is applied.
Each two-dimensional width-height slice is a channel in the
input volume, and the number of channels is equivalent to
Az . Each dot product between a kernel and a receptive field
in the input volume produces an activation in the output
volume B, and the application of a kernel over the entire
input volume yields a two-dimension feature map. Each
element of a kernel is referred to individually as a weight.
The depth Bz of the output volume is equal to the number of
feature maps, which is equal to the number of kernels Wm.
The kernels are applied with stride S, which is the number
of elements that the kernel is moved in a single dimension
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from one dot product to the next. Assuming square inputs
and receptive fields (dimension x = y), the dimensions of a
feature map are:

Bx = By =

⌈
Ax −Wx + 2Px

Sx

⌉
+ 1 (1)

where P is the zero padding of the input volume. The shape
of the output volume is Bx ×By ×Wm. Figure 1 shows the
convolution between two kernels and an input volume.

Figure 1. Convolution operation between kernels and an input volume.

Algorithm 1 describes the convolution operation that
occurs in a single layer of a CNN. The square brackets
in Algorithm 1 index elements along a dimension. The
dimensionality is as follows: A[z][y][x], W [m][z][y][x], and
B[z][y][x]. We use the indexing operator “:”, where [ : ]
means all indices along that dimension, and [x : y] means
indices x to y-1. The function f is a nonlinear activation
function, commonly the rectified linear unit (ReLU).

Algorithm 1 Convolution operation for a single input vol-
ume
1: function CONV(A,W )
2: for m← 0; step 1; while m < Wm do
3: yB ← 0
4: for yA ← 0; step S; while yA < Ay do
5: xB ← 0
6: for xA ← 0; step S; while xA < Ax do
7: a← A[ : ][yA : yA+Wy ][xA :xA+Wx]
8: w ←W [m][ : ][ : ][ : ]
9: B[m][yB ][xB ]← f(a · w)

10: xB ← xB+1
11: end for
12: yB ← yB+1
13: end for
14: end for
15: end function

B. Optical Arithmetic

In this section, we explain how analog multiplication and
addition are performed with photonic devices, and how these
devices are utilized to compute optical dot products. We also
quantify the precision limitations that ring-based photonic
processors encounter due to optical crosstalk and noise,
which is the driving factor for the Albireo architecture.

The basic implementation of optical computation in Al-
bireo is as follows. Data is represented in the optical domain
with the optical power amplitudes of signals, and these

optical signals are routed through the chip using silicon
waveguides. The optical signals are modulated to carry
certain input operands to the photonic devices that perform
computation. The resulting outputs of these computations are
generated through attenuation and combination of various
optical signals. Output signal data is captured by photodi-
odes (PD), which convert optical signals into an electrical
current that is directly proportional to the incident optical
power.

1) Optical Multiplication: Multiplication is achieved by
scaling the optical power of a signal, which is easily done
by attenuating the signal if the multiplier is less than one.
Scaling a signal by a multiplier greater than one would
require supplementary optical power to be introduced from
additional laser sources. To minimize laser power consump-
tion, optical signals should be multiplied by values (kernel
weights) in the [0,1] interval, and the output optical power
of a photonic multiplier will be 0 ≤ Pout ≤ Pin.

To perform optical multiplication, we use a Mach-Zehnder
modulator (MZM) with the layout shown in Figure 2(a).
The MZM is able to multiply a signal through destructive
interference, which occurs by the upper arm of the device
applying a differential phase shift ∆φ to half of the input
signal. The phase shifter is a doped junction, and an applied
voltage causes a phase shift through a refractive index
change (plasma dispersion effect). The output power of the
MZM is:

Pout =
Pin

2
+
Pin

2
∠∆φ (2)

where 0 ≤ ∆φ ≤ π. For example a ∆φ = π phase shift is
a multiply by 0, and a ∆φ = 0 is a multiply by 1.

MZMs have the advantage of being wavelength indepen-
dent as long as the path lengths of both arms are equal, and
as long as the Y-branches have a broadband response for the
range of input wavelengths. When utilizing WDM as shown
in Figure 2(b), a MZM is capable of multiplying several
input signals by the same kernel weight in parallel. WDM
is possible since different wavelengths do not interfere.

2) Optical Addition: Addition is achieved by combining
multiple optical signals into a single waveguide, where each
optical signal is carried on a different wavelength. The
combined optical power of each signal is represented as
the addition of their individual optical powers. By having
each signal carried on a separate wavelength, destructive
interference is avoided in the combination waveguide. The
combination waveguide is then fed to a PD. The PDs used
in Albireo detect the total optical power across all input
wavelengths, so the addition of the optical signal powers is
converted to an electrical current.

We utilize microring resonators (MRR) for optical ad-
dition, which are closed-loop waveguides shown in Fig-
ure 2(c). MRRs are wavelength filters that perform addition
by demultiplexing/multiplexing selective wavelengths into
a single waveguide. The resonant wavelength is coupled
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(b) (c) (d)

Figure 2. Photonic devices for optical arithmetic: (a) Mach-Zehnder modulator. (b) Waveguide showing wavelength-division multiplexing.
(c) Double-bus microring resonator. (d) Optical dot product operation, showing accumulation for positive and negative weights.

into the MRR from the In port and is then coupled to the
Drop port waveguide. Signals on other wavelengths continue
propagating unimpeded by the MRR to the Thru port.

The resonant wavelength is a function of the effective re-
fractive index of the waveguide neff, the ring’s circumference
L, and m whole number of wavelengths that fit within the
ring [6]:

λres =
neffL

m
, m ∈ Z+ (3)

MRRs can also modulate signals through the plasma dis-
persion effect, since ∆λres ∝ ∆neff. They may be “turned
off” by applying a voltage and causing λres to shift out of
resonance with a signal, allowing that signal to pass the ring
without getting coupled.

3) Optical Dot Products: Dot products and the funda-
mental MAC operation constitute the convolution operation,
which is achievable with photonics by using MZMs for
multiplicaton and MRRs for accumulation. The architecture
shown in Figure 2(d) computes the optical dot product
between the optical input vector A and the MZM weight
vector W, where each input signal is carried on a different
wavelength.

Each MZM multiplies one input signal Ai by a weight
Wi, and the resulting optical powers are combined on one
of the two accumulation waveguides, which are needed to
perform the addition of positive and negative signals. MRRs
switch the multiplied signals depending on the applied
weight, whether it was positive or negative. Input signals
multiplied by a positive weight are accumulated on the
positive waveguide, and signals multiplied by a negative
weight are accumulated on the negative waveguide. The PDs
at the end of each waveguide convert the incident optical
power into an electric current. The balanced PD arrangement
shown in Figure 2(d) will produce a positive current for the
positive waveguide’s signals, and a negative current for the

negative waveguide. Subtraction is required to complete the
dot product, and is achieved with the difference of these two
currents, shown as Iout. The output current is:

Iout = R0

∑
i

P+
i −R1

∑
j

P−j (4)

where R0 and R1 are the responsivity (units of A/W) of the
photodiodes PD0 and PD1, respectively. P+

i is the optical
power of a positively-weighted signal, and P−j is the power
of a negatively-weighted signal. R0 = R1 for all designs in
this paper.

C. Limited Precision of Photonic Dot Products

1) Noise Limitations: Noise can be introduced into the
photonic computation from many sources, however we out-
line just the main sources in this section. The first source
of noise is relative intensity noise (RIN), which is the
normalized optical power fluctuations from the laser sources.
RIN is described by a power spectral density (PSD) in units
of decibels relative to the carrier per hertz (dBc/Hz). RIN
will introduce noise in the current output at the PDs. The
second noise source is shot current. Shot noise is a discrete
event and follows a Poisson probability distribution, but
for high event rates it is well approximated by a normal
distribution [10]. The shot current is:

Ishot = N (0, 2qeIPD∆f) (5)

where qe is the elementary charge, IPD is the current of the
photodiode, and ∆f is the bandwidth. The third noise source
is Johnson-Nyquist (thermal) noise:

Itherm = N (0,
4kBT

Rf
∆f) (6)
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Figure 3. Noise analysis of for photonic dot products independent of
crosstalk. Noise has a much lower influence on precision than crosstalk.

where kB is the Boltzmann constant, T is the temperature,
and Rf is the feedback resistance of the transimpedance
amplifier (TIA) that converts the PD current into a voltage.

Noise causes variations in the accumulated signals, which
decreases the number of discernible optical power ampli-
tudes (levels). The number of levels indicates the MAC
precision that the system can support. With parameters
∆f = 5 GHz, T = 300 K, and RIN = −140 dBc/Hz,
we found that RIN contributes the least to the total noise
with typical photonic circuit laser powers. This means that
increasing the input optical power from the lasers can
increase the precision of the system. Precision is gained by
increasing laser power until RIN surpasses shot and thermal
noise.

We evaluated system noise independent of crosstalk, and
plotted precision versus the number of wavelengths for
increasing laser power in Figure 3. The diminishing returns
for increasing laser power are clearly seen, and we found
that 10 bits of precision is achievable with a 2 mW optical
laser source with as few as 20 wavelengths. While we
use the terminology “bits of precision” for analog photonic
computation, what we are actually describing is the log2
of the number of separable optical power amplitudes at the
output. For example, if there are 450 separable optical power
amplitudes at the output, log2(450) ≈ 8.81, which implies
that the system fully supports 8 bits of precision without
error. Computation would become approximate at 9 bits of
precision due to some output value distributions overlapping
a decision threshold. While these output value distributions
may overlap a decision threshold with a small probability,
it cannot be guaranteed that an error will not occur, and
therefore the computation must be considered approximate.
We must also take crosstalk between MRRs into account
when determining the precision, which we discuss in the
next subsection.

2) MRR Crosstalk Limitations: The amount of crosstalk
between MRRs will dictate the precision that Albireo can
support. A MRR’s transmission repeats at wavelengths that

fit a whole number of times in the ring, and the spacing of
resonances is the free spectral range (FSR):

FSR =
λ2res

ngL
(7)

where ng is the group refractive index of the ring [6]. WDM
systems that use MRRs must operate within this FSR, which
imposes a limit on the number of wavelengths that can be
accumulated by a series of MRRs.

A wider FSR would reduce crosstalk between MRRs, but
decreasing the ring’s circumference to increase the FSR also
increases the resonance full width at half max (FWHM). The
density of signals must be considered, which is indicated by
finesse:

Finesse =
FSR

FWHM
(8)

Finesse is constant regardless of L in an ideal (lossless)
MRR. Finesse can be increased independent of L by tuning
the power coupling coefficients, which will decrease the
FWHM without affecting the FSR. The FWHM of a double-
bus MRR is:

FWHM =
(1− t1t2a)λ2res

πngL
√
t1t2a

(9)

where t2 is the power transmission coefficient of the cou-
pling region, a2 is the single-pass amplitude transmission in
the ring, and a2 = e−αL, where α is the loss per unit length
[6]. In an ideal MRR (a = 1), t2 is related to the power
cross-coupling coefficient k2 by k2 + t2 = 1. The power
cross-coupling coefficient represents the fraction of optical
power coupled into the ring resonator from the In port,
or the fraction of optical power coupled to the Drop port
from the ring. These coupling coefficients are determined
by the gap between the coupled waveguides and length
of the coupling region. Note that there are two coupling
regions for the double bus ring used in this design, each
with its own transmission coefficient, as indicated by t1 and
t2 in Equation 9. We use k1 = k2 in the rings, since this
symmetric coupling criterion yields critical coupling [6].

Lowering k2 decreases the FWHM of the MRR (Fig-
ure 4(a)), which reduces the amount of crosstalk from ad-
jacent resonant wavelengths. Lowering crosstalk amplitude
increases the number of distinguishable optical amplitudes
in the system. Reducing k2 also increases the MRR’s finesse,
which allows for more signals to fit within the FSR. There
are temporal consequences for decreasing k2 (Figure 4(b)),
and a signal will undergo considerable loss if the MRR
modulation frequency is too high. The number of discernible
optical levels is the precision that the system can support,
which is represented in base 2 to get an indication of bit
precision in Figure 4(c).

Reduced model precision like 8-bit integer quantization
is common among energy-efficient architectures, which has
been shown to yield competitive accuracy for computer
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(a) (b) (c)

Figure 4. MRR k2 design space exploration. (a) The optical power spectrum at the Drop port of an MRR. (b) Temporal response at the Drop
port of an MRR. (c) Precision versus number of wavelengths for an MRR accumulator.

vision tasks while improving inference time and energy
consumption [28]. From Figure 4(c), both k2 = 0.02 and
k2 = 0.03 can support 8 bits of precision for a small number
of wavelengths, but k2 = 0.02 has poor temporal response
in Figure 4(b). For around 20 wavelengths, k2 = 0.03 can
support 6 bits of precision, but this is only for positive
accumulation. With the inclusion of the negative waveguide,
a photonic dot product is able to increase its bit precision
by about 1 bit because it is doubling the number of values
represented without increasing the number of wavelengths
in the FSR (given some additional crosstalk). This means
that 7 bits is the worst case precision for k2 = 0.03 with
20 wavelengths, which guides decisions for the proposed
Albireo subsystems.

The kernel weights in a neural network layer follow a
bell-shaped distribution [23], so there will be more crosstalk
around the mean of the distribution, and less crosstalk for the
tails of the distribution. An MRR accumulator could possibly
support more optical power levels, since more “important”
or more “influential” features are weighted higher (in the
tails of the distribution) than others.

III. ALBIREO ARCHITECTURE DESIGN

This section provides the details of the subsystems in
the proposed Albireo architecture. We discuss how the
processing units are grouped with supplementary electronics,
and detail the broadcast combined with multicast dataflow
for efficient convolution partitioning across the processing
groups.

A. Photonic Locally-Connected Unit

The MAC architecture introduced in Figure 2(d) does not
utilize the MZM’s ability to multiply several wavelengths
at once. This returns to the concept of parameter sharing
in CNNs, where kernels are applied across the entire input
volume, and several inputs are multiplied by same kernel
weight. Parameter sharing is implemented with MZMs,
which will compute on several receptive fields concurrently.

There will be an associated output element for each re-
ceptive field concurrently processed, which means multiple
dot products will be computed in parallel. This increases
the number of wavelengths multiplied by each MZM, and
increases the number of MRRs needed to accumulate each
output. Introducing more wavelengths and receptive fields
into a photonic dot product processor will expand the ring
resonators into a crossbar-like grid. There will be a balanced
PD output for each receptive field simultaneously processed.
This is best explained through an illustration in Figure 5(a),
which shows the photonic locally-connected unit (PLCU),
the basic building block in the Albireo architecture.

A PLCU has shape Nm ×Nd, where Nm is the number
input waveguides, and Nd is the number of balanced PD
outputs. A PLCU has Nm MZMs and 2NmNd switching
MRRs arranged in a grid. We design the PLCU with Nm = 9
input waveguides since a common shape for CNN kernels
is 3× 3, and allows the PLCU to hold an entire channel of
the kernel’s weights in the MZMs. Kernel shapes other than
Wx ×Wy = Nm are still compatible with this architecture.
For example, a kernel with Wx × Wy > Nm will not
completely fit in the PLCU’s MZMs, and will therefore
require additional cycles to complete the dot product.

A larger number of wavelengths increases the amount of
parallel computation that can take place in each PLCU, but
also increases crosstalk and causes a reduction in precision.
The number of wavelengths in a PLCU is Wy(Nd+Wx−1),
assuming a square kernel and Wx ×Wy = Nm. Our goal
is at least 7 bits of precision with k2 = 0.03 for temporal
performance, which is achievable at around 20 wavelengths
as discussed in Section II-C. The PLCU is designed with
Nd = 5, which yields 21 total wavelengths with Nm = 9.
The proposed Nm ×Nd PLCU is shown in Figure 5(a).

Each PLCU processes a single channel of the convolution,
and computes Nd concurrent receptive fields. The inputs for
a single cycle computation with a stride of 1 are shown
in Figure 5(a). Each color represents a different row in the
input volume, and overlapping receptive fields in each row
produce a multicast pattern since multiple input elements are
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(a) (b)

Figure 5. (a) The proposed PLCU with Nm = 9 and Nd = 5. The overlapping receptive fields produce a multicast pattern. (b) Select signals
being switched by MRRs and accumulated at the balanced PDs.

subject to the same kernel weights.
These inputs correspond to an input field with shape

Wy(Nd+Wx−1), where Aij indicates the input element at
row i and column j, Wij is the kernel weight at row i and
column j for the same channel. A single 3×3 receptive field
and the corresponding accumulation waveguides are shown
in the dashed red border in Figure 5(a). Figure 5(b) details
the filtering and switching of the MRRs for select signals,
where W21 is negative and W22 is positive.

B. Photonic Locally-Connected Group

Even though a PLCU is constrained to 21 wavelengths,
a larger number of wavelengths (≥64) can be supported
by on-chip networks for data distribution [58]. This allows
the clustering of multiple PLCUs into a photonic locally-
connected group (PLCG) to process multiple channels of the
input volume in parallel. Each PLCU in the PLCG operates
on a set of inputs that fall into a separate FSR. We assume
data distribution can support 64 wavelengths, and with 21
wavelengths per PLCU, that gives Nu = 3 PLCUs that can
be clustered into a group with a total of 63 wavelengths.

Given that a PLCG contains Nu PLCUs and processes
Nu channels in parallel, each cycle will produce Nd partial
outputs that need to be aggregated over dWz

Nu
e cycles to

complete the dot product. This depth-priority processing is
shown in Figure 7, and is further discussed in Section III-C.
This creates no partial sum writes back to memory since
the entire dot product is aggregated before the kernel is
moved and applied to another set of receptive fields. This
is beneficial since data movement can consume magnitudes
more energy than computation [25]. The PLCG’s stationary
accumulation of partials causes writes to memory only when

the entire activation is complete. The partial sums that are
created are repetitively added and registered in the PLCG’s
aggregation unit, and the layout of a PLCG is shown in
Figure 6(b).

One of the obstacles that silicon photonics currently faces
is data storage. Although photonic memories have made sig-
nificant progress over the past decade [3], there is no robust
replacement for digital buffering. This means aggregation
of partials must be done in electronics and requires optical-
to-electrical (O/E) conversion. O/E conversion is imple-
mented first at the PDs, which as discussed in Section II-B,
converts the accumulated optical powers into a directly-
proportional electrical current. This current is then fed to a
transimpedance amplifier (TIA), which acts as a current-to-
voltage converter and amplifies the induced current signal to
a suitable voltage level for further processing. This analog
voltage signal is then converted into a digital value with
an analog-to-digital converter (ADC), and aggregated over
a number of cycles in the digital domain. When the dot
products are complete, i.e. all partials have been aggregated
for the output element, the digital values have the ReLU
activation function applied and are output to memory. The
PDs, TIAs, ADC, adder, and activation subcomponents of
the aggregation unit are shown in Figure 6(b). A PLCG’s
aggregation unit has Nd TIAs and adders.

C. Data Distribution and Albireo Chip

The input signal multicast in each PLCU is implemented
using star couplers, which is free propagation region that
mixes several inputs [44]. Star couplers physically broadcast
all inputs to all output ports, however Albireo utilizes these
signals in a multicast manner. For example, in Figure 5(a)
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(a) (b)

Figure 6. (a) Albireo chip architecture with Ng = 9, showing input signal broadcasting. (b) PLCG architecture with Nu = 3, Nm = 9, and
Nd = 5, showing star coupler multicast and aggregation unit.

the signal A00 that appears on λ0 is only used in the top
row (row 0), but that signal also appears on rows 1 and
2 where it is unused. The star coupler takes Nd + Wx −
1 waveguides, each with a demultiplexed wavelength, and
multiplexes the signals into Wx output waveguides that are
fed to a set of MZMs in the PLCU. All input wavelengths are
delivered to a PLCG through a single waveguide, which are
then demultiplexed into their own waveguides by an arrayed
waveguide grating (AWG) [57]. The demultiplexing using
AWG and then multicasting via star couplers is shown in
Figure 6(b). AWGs and star couplers are passive devices,
and consume no power.

Each PLCG operates on a single kernel, and several
kernels are applied in a CNN layer. These kernels all operate
on the same input volume, so it is practical to compute
on multiple kernels in parallel. This can be achieved by
introducing multiple PLCGs and broadcasting the same
inputs to each of them. Broadcasting with photonics is
straightforward, signals are easily split using a series of Y-
branches. This broadcasting is shown in Figure 6(a).

The Albireo architecture incorporates multiple PLCGs
into a single chip, and we design Albireo with Ng = 9
PLCGs. More PLCGs could be implemented in the chip,
which would increase the the amount of parallel processing,
but also increase area and power. We chose Ng based on the
area constraints since photonic devices are large compared to
digital logic. Off-chip lasers are responsible for delivering
the optical power onto the chip, which is then modulated
by a bank of MRRs to generate the input signals. These
input signals are then broadcast to each PLCG to compute
partial dot products. A global SRAM buffer is responsible
for holding inputs, kernel weights, and activations. Each
PLCG also has a smaller cache for holding the kernel
weights, which are initially preloaded. Input values and
kernel weights undergo an electrical-to-optical conversion
(E/O) with digital-to-analog converters (DAC) when applied

at the modulating bank of MRRs and MZMs. The proposed
Albireo chip is shown in Figure 6(a).

Algorithm 2 Convolution partitioning on Albireo
1: function ALBIREOCONV(A,W )
2: parallel for m← 0; step 1; while m < Wm do . Ng instances
3: yB ← 0
4: for yA ← 0; step S; while yA < Ay do
5: xB ← 0
6: for xA ← 0; step S; while xA < Ax do
7: for c← 0; step Nu; while c < Wz do
8: B[m][yB ][xB : xB+Nd]← B[m][yB ][xB : xB+Nd]

+ PLCGDOT(A,W,m, yA, xA, c)
9: end for

10: B[m][yB ][xB :xB+Nd]←f (B[m][yB ][xB :xB+Nd])
11: xB ← xB+Nd

12: end for
13: yB ← yB+1
14: end for
15: end parallel for
16: end function

17: function PLCGDOT(A,W,m, yA, xA, c)
18: parallel for i← 0; step 1; while i < Nd do . Nd instances
19: a[i]← A[c : c+Nu][yA : yA+Wy ][xA+i : xA+i+Wx]
20: w[i]← W [m][c : c+Nu][ : ][ : ]
21: z[i]← a[i] · w[i]
22: end parallel for
23: return z
24: end function

The partitioning of convolution on Albireo is shown in
Algorithm 2. Line 2 computes on Ng kernels in parallel
(one kernel per PLCG), and this parallel computation is the
result of photonic broadcasting of the input volume. Line 8
is the aggregation of partials over Nu consecutive channels,
and line 10 applies the activation function f once all partials
are aggregated. Line 17 is the function that computes the Nd
concurrent dot products in the PLCG, which is possible due
to parameter sharing and the photonic multicasts in the star
couplers.

Figure 7 shows the dataflow for a single kernel and single
PLCG. In cycle 1, The first Nu channels of the kernel are
applied at the MZMs in the PLCUs, where channel 0 is ap-
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Figure 7. Dataflow in a PLCG with Nu = 3, Nm = 9, Nd = 5, and Wx = Wy = 3. The depth-first aggregation of partials is shown from
cycle 1 to cycle dWz

Nu
e, which completes the dot product and produces the output elements shown in purple.

plied in PLCU0 and so on. The Nu ×Wy × (Nd +Wx − 1)
field of the input volume is modulated by the signal gen-
eration MRR bank, where each element is on a separate
wavelength and transmitted over a single waveguide to
the PLCG. Each of these wavelengths are then demulti-
plexed into their own waveguide via the AWG. Each set of
Wy × (Nd +Wx − 1) waveguides undergoes multicasting,
where each (Nd +Wx − 1) sized row from the input volume
undergoes a separate multicast at independent star couplers.
Once multicasting is complete, the signals then continue on
to the PLCU to compute the Nd concurrent dot products.
The Nu × Nd partials created in the group are reduced to
Nd partials by adding the currents from corresponding PDs
across each PLCU. The Nd partials then enter the aggrega-
tion unit of the PLCG, where they undergo O/E conversion
and are registered to be added across the remainder of the
dWz

Nu
e cycles.

While Albireo’s architecture is targeted at efficient com-
putation of convolutional layers, the architecture also sup-
ports fully-connected (FC) layers. It is easiest to think of
FC layer implementation in Albireo in terms of convolution.
That is, each element in the output is computed by a kernel
that has a receptive field that is the size of the entire
input volume. The convolution of this kernel with the input
volume, which is now a single dot product, is equivalent to
an FC computation for a single output element. There is one
kernel applied for each output element. When computing an

FC layer, only one PD accumulation column in a PLCU
is utilized since no parameter sharing occurs. Aggregation
across PLCUs within a PLCG still occurs in this mapping.

Albireo can also implement depthwise separable convo-
lutions, like those found in MobileNet [26]. The depthwise
kernels are applied in each PLCU as in the regular con-
volution case, however aggregation is not performed across
channels for depthwise kernels. The pointwise kernels used
in depthwise separable convolution require a different input
mapping, and each MZM applies a weight from each channel
of the 1 × 1 kernel. The optical inputs to each PLCU is a
2-dimensional slice of shape Nm × Nd, where Nm is now
the number of input channels, and Nd is the number of
receptive fields. Each balanced PD pair still handles a single
receptive field, and these are aggregated over the channels
of the pointwise kernel between the PLCUs as in the regular
convolution mapping.

IV. PERFORMANCE EVALUATION

A. System Setup

We perform 3 estimates of the proposed Albireo archi-
tecture: a conservative (C), moderate (M) and aggressive
(A) estimate. Albireo-C uses photonic devices that have
been demonstrated to date. This gives an indication of
what Albireo is capable of using current technology. The
Albireo-M estimates are the device performance needed to
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Table I
DEVICE POWER ESTIMATES FOR CONSERVATIVE, MODERATE, AND

AGGRESSIVE CONFIGURATIONS.
Device Conservative Moderate Aggressive
MRR 3.1 mW [38] 388 µW 155 µW
MZM 11.3 mW [1] 1.41 mW 565 µW
Laser 37.5 mW @ 20 °C [15] 1.38 mW 1.38 mW
TIA 3 mW [46] 1.5 mW 300 µW
ADC 29 mW @ 5 GS/s [21] 14.5 mW @ 5 GS/s 2.9 mW @ 8 GS/s
DAC 26 mW @ 5 GS/s [47] 13 mW @ 5 GS/s 2.6 mW @ 8 GS/s

have similar energy consumption as current state-of-the-
art electronic accelerators. Since silicon photonics is an
emerging technology, the moderate estimate sets a target
performance for photonic device engineers to pursue. The
aggressive devices are future estimates that would make
Albireo-A a high performance successor to current electronic
accelerators, reducing metrics like energy-delay product by
at least 100 X. The aggressive device assumptions made here
are still well above the low-energy predictions for photonic
devices made in [37], which defines a set of approaches
for scaling laser and modulator energies into the attojoule
range. The device power parameters used for each of these
estimates is shown in Table I.

The proposed photonic processors were designed and ver-
ified in Lumerical INTERCONNECT: Photonic Integrated
Circuit Simulator [35]. We simulated the performance of
Albireo using a combination of Python and the crosstalk,
noise, scattering, and temporal analysis from Lumerical IN-
TERCONNECT. Memory subsystems were simulated using
the PCACTI tool [48], which is an extension of the CACTI
cache modeling tool [4] for FinFET and recent CMOS
devices.

Table II shows the list of optical parameters used for
the photonic devices. These optical parameters are from
simulation and demonstrated (referenced) devices, and are
used for all 3 (C, M, A) estimates of the Albireo architecture.
The memory subsystem estimates are for 7 nm FinFET
technology. The global SRAM buffer has 256 kB of storage
and a footprint of 0.59×0.34 mm2. The PLCG kernel caches
have 16 kB of storage and a footprint of 0.092×0.085 mm2.

Photonic processing requires high amounts of E/O and
O/E conversions, which can easily become a bottleneck
by the DACs and ADCs. The DACs [47] and ADCs [21]
we utilize support 8-bit precision and operate at 5 GS/s,
which limits the modulation rate to 5 GHz for Albireo-C
and Albireo-M. We optimistically raise the sampling rate
to 8 GS/s for aggressive estimates in Albireo-A. Higher
sampling rates are achievable at this precision, but at the
cost of much higher power consumption [60].

Albireo’s performance is evaluated on CNN models in-
cluding VGG16 [53], ResNet18 [24], MobileNet [26], and
AlexNet [31]. We perform a per-layer analysis to yield
latency, energy, and EDP for an inference on these CNN

Table II
OPTICAL DEVICE PARAMETERS USED IN THE ALBIREO ARCHITECTURE.

Device Parameter Value

Waveguide

w × h 500× 220 nm
neff, ng (2.33, 4.68) @ λ=1550 nm

loss 1.5 dB/cm (straight) [13]
3.8 dB/cm (bent) [13]

Y-branch loss 0.3 dB [61]
area 1.2×2.2 µm2 [61]

radius 5 µm
Microring loss 0.39 dB
resonator k2 0.03

FSR 16.1 nm
area 20×20 µm2

Mach-Zehnder loss 1.2 dB [1]
modulator area 300×50 µm2 [1]

Star coupler loss 1.3 dB [34]
area 750×350 µm2 [34]

channels 64
Arrayed waveguide loss 2.0 dB

grating crosstalk -34 dB [29]
FSR 70 nm [57]
area 5×2 mm2 [57]

Laser RIN -140 dBc/Hz
area 400×300 µm2 [15]

responsivity 1.1 A/W [51]
PIN photodiode dark current 25 pA @ 1 V [51]

area 40×40 µm2 [51]

models. The image input to each of these CNN models is
assumed to have dimensions 224×244×3.

We compare Albireo with two recent photonic neural net-
work accelerators PIXEL [52] and DEAP-CNN [5]. PIXEL
is a mixed-signal photonic accelerator built using MRRs for
bitwise logical operations and MZMs for analog accumula-
tion. DEAP-CNN utilizes the MRR weight banks proposed
in [56] for dot products, and uses voltage addition for
accumulation of partial sums across filter channels. We apply
the same conservative device parameters (Table I) to PIXEL
and DEAP-CNN, and scale their architectures to meet a
60 W power consumption threshold. We also assume 7 nm
digital electronics for these photonic architectures so all
device powers are consistent when comparing with Albireo.
We obtain a fair comparison between these architectures
by using the same device assumptions and holding the
designs to the same power constraints. We compare with
the 9-PLCG Albireo design, which consumes only 22.7 W
of power, so we also provide comparison with a 60 W
version of Albireo, which is scaled up to 27 PLCGs. Both
DEAP-CNN and Albireo operate at 5 GHz, while PIXEL
operates at 10 GHz. DEAP-CNN is unable to support 3×3
shaped kernels with more than 113 channels and has no
infrastructure in place to handle partial sums of kernels
larger than this. When comparing with Albireo, we have
made the optimistic assumption in favor of DEAP-CNN that
their architecture can support these larger kernels, which
appear in the CNN benchmarks used for evaluation. The
PIXEL architecture that we compare against is their 8-bit
“OO” optical MAC unit. We scale the number of PIXEL

869

Authorized licensed use limited to: The George Washington University. Downloaded on October 24,2022 at 14:22:38 UTC from IEEE Xplore.  Restrictions apply. 



(a) (b) (c)

Figure 8. CNN inference benchmark comparison with photonic accelerators PIXEL [52] and DEAP-CNN [5] using conservative photonic device
parameters. Designs are held to 60 W power budget. Performance shown for: (a) latency, (b) energy, (c) energy-delay product.

Figure 9. Albireo chip area breakdown by component.

8-bit optical MAC units to meet the 60 W power constraint.
Albireo is compared against three energy-efficient state-

of-the-art electronic accelerators: Eyeriss [7], [8], ENVI-
SION [39], and UNPU [32], and each accelerator represents
a different energy-efficient computation technique. Eyeriss is
a spatial architecture that takes advantage of row-stationary
dataflow to reduce energy consumption. ENVISION uses
subword parallel MACs with dynamic voltage, frequency,
and bit precision scaling. UNPU is lookup table-based bit-
serial processor with variable bit precision. The latency
and energy efficiency of these electronic architectures are
the reported performance taken directly from their publi-
cations. It is important to note that since these are the
reported performances from each electronic accelerator’s
respective publication, these performances are only valid
for the technology generation used in each accelerator’s
evaluation. Both Eyeriss and UNPU performance results are
for 65 nm technology, and ENVISION results are for 28 nm
technology, while Albireo’s digital electronics are estimated
assuming 7 nm technology.

B. Results

The Albireo architecture occupies an estimated
124.6 mm2, most of which is for photonic data distribution
with the AWGs (72%) and star couplers (17%). Although
a single AWG uses 8% of the total area, these are passive
diffractive devices and do not consume energy. The
MZMs are the largest computation device, occupying
3.7% of the total area. MZMs are competitive for fast
multiplication despite their large footprint. An MZM

achieves 333 GOPS/mm2 when multiplying just a single
optical input at 5 GHz modulation. For comparison, a recent
approximate 8-bit multiplier achieves just 7.3 GOPS/mm2

[20], 46 X lower than the MZM. This performance gap is
further widened when the MZM multiplies several input
wavelengths at once in a WDM system. The area breakdown
for all components in the Albireo chip architecture is shown
in Figure 9. Photonic devices have relatively large footprints
when compared to digital electronics, so hybrid photonic-
electronic circuits like Albireo should expect a majority
of the area to be occupied by photonic devices. Table III
provides a breakdown of the total device powers, which
illustrates how the device estimates affect power scaling in
Albireo.

Table III
DEVICE POWER BREAKDOWN FOR EACH ALBIREO ESTIMATE.

Albireo-C Albireo-M Albireo-A
Power (W) Portion Power (W) Portion Power (W) Portion

MRR 7.52 33.1% 0.94 15.2% 0.38 23.2%
MZI 3.45 15.2% 0.43 6.9% 0.17 10.4%
Laser 2.36 10.4% 0.09 1.5% 0.12 7.3%
TIA 0.14 0.62% 0.07 1.1% 0.01 0.61%
DAC 7.93 34.9% 3.98 64.3% 0.80 48.8%
ADC 1.31 5.8% 0.65 10.5% 0.13 7.9%
Cache 0.03 0.13% 0.03 0.48% 0.03 1.8%

Total 22.7 100% 6.19 100% 1.64 100%

When compared to the recent photonic accelerators
PIXEL and DEAP-CNN, Albireo outperforms in all metrics.
The comparison between these accelerators is shown in Fig-
ure 8. On average, the regular 9-PLCG (Albireo-9, 22.7 W)
architecture improves latency by 79.5 X and 1.7 X when
compared to PIXEL and DEAP-CNN, respectively. Latency
is further improved when scaling to the same power con-
straints with a 27-PLCG (Albireo-27, 58.8 W) architecture,
giving average reductions of 225 X and 4.8 X when com-
pared to PIXEL and DEAP-CNN, respectively. The Albireo-
27 design reduces average energy consumption by 226 X
and 4.9 X for PIXEL and DEAP-CNN, respectively, and
reduces EDP by 50,957 X and 23.9 X for PIXEL and DEAP-
CNN, respectively. We compare on a combination metric
that indicates how efficiently the architectures utilize WDM
for computation in units of energy per wavelengths used.

870

Authorized licensed use limited to: The George Washington University. Downloaded on October 24,2022 at 14:22:38 UTC from IEEE Xplore.  Restrictions apply. 



Table IV
CNN INFERENCE BENCHMARK COMPARISON WITH STATE-OF-THE-ART DIGITAL PROCESSORS EYERISS [7], [8], ENVISION [39], AND UNPU [32].

AlexNet VGG16
Eyerissa Envisionb UNPUa Albireo-C Albireo-M Albireo-A Eyeriss Envision UNPU Albireo-C Albireo-M Albireo-A

Latency (ms) 25.9 21.3 2.89 0.13 0.13 0.080 1252 598.8 54.6 2.55 2.55 1.60
Energy (mJ) 7.19 0.94 0.84 2.90 0.80 0.13 295.4 15.6 16.2 58.1 15.7 2.56
EDP (mJ·ms) 186.1 20.0 2.42 0.37 0.10 0.010 370 k 9341 886.9 148.2 40.1 4.09

GOPS/mm2 1.75 18.2 15.7 44.7 44.7 72.6 0.77 13.8 17.7 48.8 48.8 77.7
395.0c 395.0c 641.8c 431.1c 431.1c 687.1c

GOPS/W/mm2 6.29 411.9 53.9 2.00 7.26 44.7 3.3 531.3 59.1 2.14 7.92 48.6
17.7c 64.2c 395.0c 18.9c 70.0c 429.4c

a 65 nm technology
b 28 nm technology
c active area only

Albireo has 30.9 X better WDM efficiency than DEAP-CNN
on average, and 1680 X better WDM efficiency compared to
PIXEL.

The performance of Albireo compared with state-of-the-
art digital accelerators is shown in Table IV. When averaged
across all 3 accelerators, Albireo-C improves latency by
110 X and EDP by 74.2 X. Alberio-M consumes roughly
equal energy to both ENVISION and UNPU, and reduces
EDP by an average of 275 X. Eyeriss is an outlier for
EDP, so we directly compare Albireo-M and Albireo-A with
ENVISION and UNPU for this metric. Albireo-M reduces
EDP by 23.1 X and 216 X for UNPU and ENVISION,
respectively. Albireo-A further improves performance by
giving an average of 177 X lower latency, and improving
EDP by 229 X and 2137 X for UNPU and ENVISION, re-
spectively. Table IV also includes performance with respect
to area since there are significant area differences between
photonic and electronic circuits.

V. RELATED WORK

Silicon photonic accelerators are a new research effort to
design the next generation of scalable and energy-efficient
processors for DNN inference. HolyLight [33] is a multi-
tile architecture that utilizes silicon microdisk resonators
for pipelined matrix-vector multiplication. DNNARA [45]
accelerates DNNs using the residue number system for
computation, which is implemented through 2×2 optical
switches for modulo arithmetic. We forego comparison with
HolyLight and DNNARA because holding them to a 60 W
power budget using realistic photonic device parameters
renders them impractical for competitive CNN inference.

PIXEL [52] is a mixed-signal photonic accelerator built
using MRRs for bitwise logical operations and cascaded
MZMs for analog accumulation. PIXEL’s OMAC processor
is not as area efficient as Albireo’s PLCU because the
PLCU uses MRRs for accumulation, while PIXEL uses large
MZMs for accumulation. PIXEL also does not efficiently
utilize WDM in its MZMs. Each MZM accumulates a
single wavelength, which increases the number of MZMs
in their design. DEAP-CNN [5] utilizes the MRR weight
banks proposed in [56] to compute dot products, and uses
voltage addition for accumulation of partial sums across

filter channels. Albireo is more energy efficient than DEAP-
CNN because it uses fewer devices while reducing latency
with parameter sharing. DEAP-CNN requires 2034 DACs
for signal generation and MRR weight banks, while Albireo
uses only 306 DACs (6.6 X fewer). Also, DEAP-CNN uses
113 TIAs, while Albireo uses only 45 TIAs.

Programmable photonics is a related, yet different concept
to this work. Programmable photonic MZM meshes like
those in [42] are restricted to performing unitary matrix
operations, a constraint that is not applicable to Albireo.
Cascading two MZM unitary meshes with an attenuation
layer in between creates an architecture like in [50], which
implements the singular value decomposition of a matrix
to perform matrix-vector multiplication. These meshes have
the benefit of being trainable and can implement universal
unitary operations, whereas Albireo is less flexible and
designed as a computation accelerator for convolutions.

VI. CONCLUSIONS

With the end of Dennard scaling, highly-parallel hardware
accelerators have been proposed to improve the throughput
and energy-efficiency of DNN models. Emerging technology
like silicon photonics could provide the efficiency neces-
sary to further scale DNN acceleration. In this paper, we
presented Albireo, a photonic neural network accelerator
that exploits multicast data patterns found in DNNs. We
developed new models based on realistic photonic device
limitations that prior works have not addressed in sufficient
detail. Albireo increases parallel computation through novel
dot product processing in PLCUs, and leverages broadcasts
to compute on several kernels concurrently. Albireo reduces
EDP by at least 24 X on CNN benchmarks when compared
to recent photonic accelerators. With conservative estimates,
Albireo improves latency by 110 X and EDP by 74 X on
average when compared to state-of-the-art electronic accel-
erators. With aggressive estimates, Albireo improves latency
by 177 X on average and EDP by at least 229 X.
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