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Abstract—Network-on-Chips (NoCs) are the de facto choice for designing the interconnect fabric in multicore chips due to their

regularity, efficiency, simplicity, and scalability. However, NoC suffers from excessive static power and dynamic energy due to transistor

leakage current and data movement between the cores and caches. Power consumption issues are only exacerbated by ever

decreasing technology sizes. Dynamic Voltage and Frequency Scaling (DVFS) is one technique that seeks to reduce dynamic energy;

however this often occurs at the expense of performance. In this paper, we propose LEAD Learning-enabled Energy-Aware Dynamic

voltage/frequency scaling for multicore architectures using both supervised learning and reinforcement learning approaches. LEAD

groups the router and its outgoing links into the same V/F domain and implements proactive DVFS mode management strategies that

rely on offline trained machine learning models in order to provide optimal V/F mode selection between different voltage/frequency

pairs. We present three supervised learning versions of LEAD that are based on buffer utilization, change in buffer utilization and

change in energy/throughput, which allow proactive mode selection based on accurate prediction of future network parameters. We

then describe a reinforcement learning approach to LEAD that optimizes the DVFS mode selection directly, obviating the need for label

and threshold engineering. Simulation results using PARSEC and Splash-2 benchmarks on a 4 � 4 concentrated mesh architecture

show that by using supervised learning LEAD can achieve an average dynamic energy savings of 15.4 percent for a loss in throughput

of 0.8 percent with no significant impact on latency. When reinforcement learning is used, LEAD increases average dynamic energy

savings to 20.3 percent at the cost of a 1.5 percent decrease in throughput and a 1.7 percent increase in latency. Overall, the more

flexible reinforcement learning approach enables learning an optimal behavior for a wider range of load environments under any

desired energy versus throughput tradeoff.

Index Terms—Dynamic voltage and frequency scaling (DVFS), machine learning (ML), ridge regression, reinforcement learning

Ç

1 INTRODUCTION AND MOTIVATION

THE immense number of transistors that are packed onto
multicore chips as transistor feature size continues to

shrink into the sub-nanometer region has caused many new
and unique power problems to emerge. With the increase in
the number of cores, the underlying communication fabric
called the Network-on-Chip (NoC) has become critical for
data communication between the cores and the memory
hierarchy. Two critical power problems facing Network-on-
Chips are high static power and dynamic energy. Excess
dynamic energy is the result of storing and switching data
within routers and links. NoC size increases proportionally
with core count to accommodate the increased data

communication demands, only further exacerbating the
high dynamic energy cost of the NoC. Dynamic Voltage
and Frequency Scaling (DVFS) is the focus of much prior
research and may be used to reduce dynamic energy. Exces-
sive static power is a result of transistor leakage current and
will only increase as greater numbers of transistors are
packed onto chips. Power-gating is one useful and well
researched method to reduce static power, however new
challenges arise when applying this method to the NoC
such as high wakeup delay, long break even times, and
router blocking [16], [17], [18], [19], [20], [21], [22].

A vast amount of research exists on DVFS with the main
goal of reducing dynamic energy at runtime while meeting
strict performance criteria [1], [2], [3], [4], [5], [6], [26], [27],
[28], [29], [34], [35], [36], [37]. Although static power contin-
ues to rise as transistor size shrinks, it is often not considered
for these designs because static power is not affected by
changes in clock frequency. However, it should be noted that
in multi-supply voltage designs it is a change in supply volt-
age that leads to a subsequent change in clock frequency;
therefore static power can be impacted by an increase/
decrease in clock frequency. An optimal DVFS algorithm
should operate at the lowest supply voltage allowable with-
out causing significant performance degradation. This may
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be accomplished by measuring various network metrics and
determining which metric is the best at capturing network
traffic. These metrics vary widely, some have used Voltage
Frequency Island (VFI) utilization [5] and buffer utilization
[2], others have used round-trip time (RTT) [4] or newermet-
rics such as network slack [6].

Accurately capturing network traffic is undoubtedly an
important part of any DVFS scheme; similarly, it is hard to
dispute the impact of the mode selection logic. V/F mode
selection logic determines when to increase/decrease the
supply voltage and is a critical design parameter. Increasing
the supply voltage during times of low network utilization
will consume excess power whereas decreasing the supply
voltage during times of high network utilization will affect
the throughput of the network. Decisions that affect how to
tune the voltage/frequency can significantly affect the per-
formance of the NoC as well as applications running on
multicores. While older DVFS schemes relied on data-
driven reactive mode selection, newer designs have begun
to incorporate proactive techniques based on machine learn-
ing. Reactive techniques change the frequency or voltage
after observing a relevant event, such as a change in buffer
utilization. In contrast, proactive techniques based on
machine learning determine the appropriate mode by pre-
dicting the future buffer utilization (supervised learning) or
by maximizing an expected long term reward that trades
off energy and throughput (reinforcement learning).

In this paper, we present Learning-enabled Energy-Aware
Dynamic voltage/frequency scaling (LEAD), a collection of
DVFS techniques based on linear regression and reinforce-
ment learning (RL) models that are trained offline. The proac-
tive DVFS mode management strategies based on linear
regression were originally introduced in our work from [45].
In that supervised learning setting, a linear regression model
uses the buffer utilization, the change in buffer utilization and
the change in energy/throughput in the current timewindow
to estimate the value of network parameters for the next time
window. A DVFS mode is then selected to be used in the next
time window by comparing the predicted parameter against
a set of tuned thresholds. In this work, we propose reinforce-
ment learningwith DeepQNetworks to directly optimize the
desired energy/performance trade-off. RL algorithms are
designed for optimizing control tasks; as such they are a natu-
ral fit for DVFS, which is by definition a control problem.

When using supervised learning, we had to identify or
engineer a network parameter to use as a prediction target,
such as buffer utilization in LEAD-t; DVFS decisions were
then made solely based on the predicted parameter value.
However, this is likely to be sub-optimal, as making the best
DVFS decision depends on more than just buffer utilization,
which is empirically confirmed by the superior results
achieved by the RL version of LEAD. In addition, the super-
vised LEAD models require setting multiple thresholds to
achieve a desired energy/throughput tradeoff. These
thresholds were tuned via a brute force grid search proce-
dure, which is time consuming and not scalable. In contrast,
the RL approach can more easily combine metrics and con-
trol the tradeoff of throughput versus energy via a single
hyper-parameter in the reward function. Therefore, with an
effective reward and an appropriate RL model, the effort
required from a system designer is significantly reduced.

The main contributions of this work are as follows:

1) Supervised Learning:We trained linear regressionmod-
els to predict future network parameters. V/F modes
for the next time window are then chosen proactively
based on the predicted network parameters. LEAD-t
predicts future input buffer utilization and selects
future modes accordingly. LEAD-D predicts future
change in input buffer utilization and increases/
decreases voltage level accordingly. LEAD-G inco-
rporates energy and throughput directly into the
algorithm in the attempt to use explorative logic to
find themode thatminimizes energy consumption.

2) Reinforcement Learning: LEAD-RL uses recent state-of-
the-art RL techniques such as Deep Q Networks
(DQNs) and variants of DQNs to select the V/Fmode
that maximizes an expected long term reward capt-
uring a desired energy versus throughput tradeoff.
This creates a model that prioritizes actions leading
to maximal energy savings with minimal throughput
loss by considering all possible voltage level selec-
tions for the next timewindow.

3) Performance Evaluation: For a 4 � 4 concentrated mesh
architecture, our simulation results show that the
supervised LEAD-t achieves an average dynamic
energy savings of 15.4 percent for a loss in throughput
of only 0.8 percent with no significant impact on
latency. In the reinforcement learning setting, LEAD-
RL can achieve 20.3 percent dynamic energy savings at
the cost of 1.5 percent less throughput and 1.7 percent
increase in latency. We further perform sensitivity
studies on the main hyper-parameters used by the
RL model to evaluate their impact on the energy-
efficiency and performance ofNoCs.

2 RELATED WORK

Prior research has focused on applying DVFS to individual
on-chip components such as the processor, caches, memory
or to the links and routers of theNoC. Voltage scaling has also
been applied at various granularities: a coarse grained
scheme might scale all routers at the same time while a fine
grained scheme would scale each router individually. The
trade-offs between various levels of granularity come in terms
of design complexity, area overhead, and maximal energy
savings [6]. Fine-grained DVFS schemes have greater poten-
tial for energy savingswhen applied tomulti-core processors,
however there is concern that the overhead associated with
providing separate voltage domains for each router/link
would offset any potential savings. This is because the power
delivery network must be split N ways corresponding to the
number of voltage domains which results in N times higher
resistance. However this extra overhead is largely dependent
on the voltage drop of inefficient on-chip voltage regulators.
Newer voltage regulator frameworks have alleviated this con-
cern using a hierarchy of on-chip and off-chip voltage regula-
tors and many modern approaches can achieve 90 percent
energy efficiency or greater [53].

Accurately capturing network bandwidth requirement is
another key aspect to any DVFS design. Prior research has
used many different performance metrics, such as VFI utili-
zation [5], buffer utilization [2], round-trip-time [4], cache
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coherence properties [26], and network slack [6]. There is
also research that focuses solely on the impact of the mode
selection logic. This research compares the energy/perfor-
mance trade-offs associated with using various logical mod-
els or algorithms to determine when to increase/decrease
supply voltage [5]. One technique to ensure a improved
energy/performance trade-off when applying DVFS to the
NoC is to scale the router and its’ links together. Links that
operate at higher voltage levels than their associated routers
may consume excess energy in an idle network. On the
other hand, links that operate at lower voltage levels may
not meet network bandwidth requirements, thus leading to
performance degradation.

RL has been used in [54] and [9] for the optimization
of the energy versus throughput trade-off. In [54], RL was
applied to NoC, LLC, and other uncore components,
whereas our work only looks at energy savings in the NoC.
In [9], RL was applied to multi-tasking systems in order to
achieve better voltage and frequency settings for DVFS of
the core. In section 8 we present a detailed comparison with
the results from these papers. RL has also been applied to
improve performance metrics that are different than those
used in this paper. We have seen low-overhead RL applied
to multi-processor systems were temperature, performance,
and power were balanced to save energy while meeting
stringent performance requirements [12]. Other research
with many-core processors seeks to reduce high power den-
sity with RL based task allocation using core and router
temperature predictions [52]. Some research has even
focused on applying reinforcement learning to the voltage
regulator hierarchy to enable more energy efficient voltage
switching [53]. There has also been considerable work with
reinforcement learning that does not pertain to energy man-
agement or DVFS. One such work seeks to reduce packet
latency by using RL based NoC arbitration of shared resour-
ces such as cores, caches, and memory instead of traditional
round robin approaches [50]. Another work uses online
reinforcement learning to enable Q-routing, which can
lower packet delivery times compared to traditional non-
adaptive shortest path routing algorithms [51].

Previous work has shown that linear regression and rein-
forcement learning can be applied to the CPU or other

on-chip components. Our design will apply linear regres-
sion and RL specifically to the NoC in order to achieve
optimal dynamic energy savings while meeting strict per-
formance requirements. The proposed LEAD models are
trained offline, greatly reducing the overhead traditionally
associated with online algorithms, especially in the RL set-
ting. LEAD also applies DVFS to both the router and its out-
going links ensuring that we meet bandwidth requirements
at times of high network traffic while still allowing dynamic
energy savings at times of low network traffic.

3 LEAD ARCHITECTURE

This section will discuss our proposed LEAD router micro-
architecture, the network topology, linear regression and
RL DVFS implementation.

3.1 Router Microarchitecture

LEAD is built upon a concentrated mesh topology that uses
on-chip voltage regulators. This network has a concentration
factor of 4 and consists of 16 routers, 64 cores, and 48 unidi-
rectional links. Each router and its’ outgoing links are scaled
together allowing energy efficient per router DVFS. The net-
work topology is shown in Fig. 1. Because LEAD is built
upon a concentrated mesh, routers consist of 8 input ports
and 8 output ports with 4 virtual channels per port. Cores
have individual L1 caches while the L2 cache is shared
among concentrated cores. After a packet is generated it sits
in the input bufferwhere it waits for the route to be computed
using XY dimension order routing (DOR) during the router
computation (RC) stage of the router pipeline. After the route
has been computed, a virtual channel is allocated and the
head flit competes for the output channel in the switch alloca-
tion (SA) stage. Once the head flit has been awarded an out-
put channel, it moves across the crossbar to the destination
port where it waits for the rest of the body flits and the tail flit
during switch traversal (ST). The router microarchitectures
vary slightly between the linear regression models and
the RL models in that they require the addition of several
similar units. The router microarchitecture to enable linear
regression based models LEAD-t, LEAD-D, and LEAD-G are
shown in Fig. 2. While the router microarchitecture for
LEAD-RL is the same, it requires one less component and the
Label component behaves slightly different. This will be
explained in greater detail in the following section.

3.2 DVFS Implementation

All LEAD models are built on a simple voltage regulator
scheme that allows per router DVFS and the selection of
five different voltage levels. LEAD-t, LEAD-D, and LEAD-
G routers contain the addition of four new units that enable
linear regression based proactive mode selection. The first
unit is called Feature Extract and its function is to gather
local router information and supply it to the next unit. The
second unit, Non-MLModel can select modes directly using
gathered information such as buffer utilization or link utili-
zation and is only necessary for gathering training data.
This unit is not used during testing. The third unit is Label
and it multiplies each gathered feature by a pre-trained
weight and sums the results to generate a label. The final

Fig. 1. Network Topology: LEAD is built on a concentrated mesh with 16
routers, 48 unidirectional links, and 64 cores. On-chip voltage regulators
allow router level DVFS granularity with five separate V/F pairs ranging
between 0.8 and 1.2 V. A simple VR schematic is shown in the legend.
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unit is ML Model. This unit selects an appropriate voltage
level based on the value of the generated label.

LEAD-RL routers use many of the same components
with slightly different functionality. LEAD-RL routers con-
tain the addition of three units enabling RL based proac-
tive mode selection. The first unit is the same as linear
regression’s first unit, Feature Extract. This unit gathers
local router features and supplies them to the next unit.
The second unit, Label, now implements five weighted
sums of the gathered features through a series of parallel
additions and multiplications, one sum per each Label
value. Then a comparator is used to select the label value
corresponding to the largest weighted sum. The third and
final unit, ML Model, uses the highest scoring label to
select the appropriate voltage level for the router and its
outgoing links.

3.2.1 Operating Modes

We assume a simple voltage regulator design that allows for
five voltage/frequency pairs (modes) similar to those pro-
posed in our own prior work as well as other research [26].
The supply voltage changes in small 100 mV steps with pro-
portional changes in clock frequency. These five V/F pairs
include {0.8 V/1, 0.9 V/1.5, 1.0 V/1.8, 1.1 V/2 and 1.2 V/
2.25 GHz}. The voltage regulator setup is shown in Fig. 1
where each voltage regulator can be switched into one of
the five modes of operation on a per router granularity. We
could have increased the number of modes, but this leads to
increased design complexity and overhead with no guaran-
tee of increased energy savings.

3.2.2 DVFS Models

This work focuses on measuring the impact that RL-based
mode selection can bring on dynamic energy and perfor-
mance in NoC for multi-core designs. We propose LEAD-RL
(Fig. 4), a reinforcement learning model, and compare it
against three linear regression based models described in
prior work: LEAD-t, LEAD-D, and LEAD-G (Fig. 3).

Baseline. The baseline model does not apply DVFS to the
network; instead it operates all routers in the highest mode
of and acts an upper bound on performance and dynamic
energy consumed by the NoC.

LEAD-t. LEAD-t starts by initializing all routers to oper-
ate at the lowest mode of operation. Feature values are gath-
ered every epoch and a label is generated. The label
(predicted future input buffer utilization) is used to proac-
tively select modes by comparing against a theoretical maxi-
mum. If the predicted future input buffer utilization is less
than 5 percent of the theoretical maximum, then mode 1 is
selected; between 5 and 10 percent, then mode 2 is selected;
between 10 and 20 percent, then mode 3 is selected; between
20 and 25 percent, then mode 4 is selected; greater than
25 percent, then mode 5 is selected. This model emphasizes
the importance of optimal mode selection and allowing the
model to transition from any mode directly into the most
optimal mode, which other designs do not allow, with
the goal of maintaining as much performance as possible
in relation to the baseline while still enabling dynamic
energy savings.

Fig. 2. Router Microarchitecture: The router architecture as well as the
four additional units required to enable linear regression or RL based
model selection; Feature Extract, Label, Non-ML Model, and ML Model.
For Linear Regression, all four units are required but for RL only Feature
Extract, Label, and ML Model are necessary and Label behaves slightly
differently.

Fig. 3. DVFS Models: LEAD-t predicts future input buffer utilization as a label and compares it to a theoretical maximum to select the optimal V/F
mode. LEAD-D predicts the change in input buffer utilization between the current and future time window, whereas LEAD-G predicts the change in

energy
throughput2

.
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LEAD-D. LEAD-D starts by initializing all routers to oper-
ate at the highest mode of operation. At each epoch the
router transitions one voltage level up or down based on
the label (predicted future change in buffer utilization). If
the buffers are predicted to decrease by at least 3-5 percent,
then the router decreases voltage level. If the buffers are
predicted to increase by at least 6-10 percent, then the router
increases voltage level. We ensure that the model puts
greater emphasis on energy savings than performance by
making the transition thresholds to move up greater than
the threshold to move down. This model is designed to
exploit gradually changing traffic patterns where adjacent
mode transitions are optimal.

LEAD-G. LEAD-G [5], [28] seeks to find the mode that
minimizes predicted future energy

throughput2
. This model adds

explorative logic and directly introduces dynamic energy
and throughput into the label. LEAD-G starts by initializing
all routers to the highest mode of operation with down-
wards exploration. Next the label (predicted change in

energy
throughput2

) is calculated; if the label is negative, then the

router transitions one more adjacent mode in the current
explorative direction as this is predicted to result in greater
energy savings for the next epoch. If the label is positive the
router is put into a hold phase as the router has moved in a
direction with less energy savings than the previous epoch.
During the hold phase the router may not change voltage
levels, we keep the hold phase at 2 epochs as was proposed
in [5]. Once the hold phase expires, the explorative direction
is flipped and the model explores in the opposite direction.
This model is used strictly for comparative purposes and
highlights a model that prioritizes energy savings above
performance loss. Because this model may only transition
into adjacent modes, it rarely operates in the mode with the
optimal energy

throughput2
value.

LEAD-RL: LEAD-RL utilizes Deep Reinforcement Learn-
ing techniques to determine an optimal mode selection
action at every time window. During training, the agent
observes transitions, the current state, the action taken, the
reward received, and the resulting state. The goal of the
agent is to maximize a long term expected reward that
trades off dynamic energy versus throughput. By measur-
ing the difference between the reward observed at every

state and the reward actually received, the agent trains a
neural network to closely approximate an action-value func-
tion defined as the long term expected reward for taking
each action in a given state. LEAD-RL utilizes a set of fea-
tures to represent the NoC state, and the trained action-
value function to select the action that maximizes the long
term expected reward at every time window. The logic
behind LEAD-RL is further explained in Fig. 4.

4 LINEAR REGRESSION MODELS

In this section, we briefly present linear regression and
explain how it is used to train the supervised learning
LEAD models. We also describe the feature set and discuss
the labels predicted by each LEADmodel.

Ridge regression is used to train each of the three super-
vised LEAD models, which refers to a version of linear
regression that uses L2 regularization during training. The
same feature set is used in all LEAD models, with only the
predicted label being different. A training example is repre-
sented as a feature vector xn and target label tn. The algo-
rithm learns a vector of weights w ¼ ½w1; w2; . . . ; wK � that
when multiplied with the features in xn results in a system
prediction yðxn;wÞ ¼ wTxn that should be close to the target
label tn. The weights are scalar values that represent the sig-
nificance of each feature with respect to the label. If a weight
is zero, then the corresponding feature has no impact on cal-
culating the label and that feature may be removed. The
ridge regression equation used by our linear regression is
shown below:

EðwÞ ¼ 1

2

XN
n¼1

fyðxn;wÞ � tng2 þ �

2

XM
j¼1

w2
j : (1)

In the above equation, the sum of squared errors between
the predicted label yðxn;wÞ and the actual label tn is mini-
mized. We train the model weight vectorw offline using the
vectors xn; n ¼ 1; N of gathered features and their labels tn.
We apply L2 regularization to the trained model in order to
minimize model complexity and alleviate over-fitting. We
tune the regularization hyper-parameter � by trying multi-
ple values until the best fitting solution is found on the vali-
dation part of the data. After the model has been trained,
the weights are exported and used by the network simulator
during testing. All LEAD models are trained on 6 different
traces, tuned on 3, and tested on the remaining 5.

An example xn is represented as a vector of K ¼ 39 fea-
tures that capture relevant network parameters such as cur-
rent input buffer utilization, link utilization, and number of
requests sent/received. Features are extracted every time
window using reactive versions of each model that rely on
the current network parameter values to select V/F modes.
The size of the feature set is kept small to avoid unnecessary
computational overhead. All features are local router para-
meters and do not need global coordination. These features
are further described in [45]. LEAD trains/validates various
models using supervised learning. This means that the fea-
ture set as well as a corresponding target label are supplied
during training and tuning. The label varies based on the
LEAD model. For LEAD-t, the label is the future input
buffer utilization of the router for the next time window.

Fig. 4. RL Model: LEAD-RL generates long term expected rewards for
each mode and selects the mode that is predicted to lead to the greatest
long term reward over the next time window.

FETTES ETAL.: DYNAMIC VOLTAGE AND FREQUENCYSCALING IN NOCS WITH SUPERVISED AND REINFORCEMENT LEARNING... 379

Authorized licensed use limited to: The George Washington University. Downloaded on October 24,2022 at 14:05:59 UTC from IEEE Xplore.  Restrictions apply. 



For LEAD-D the label is the difference between the routers’
current and future input buffer utilization. For LEAD-G the
label is the difference between the routers’ current and
future energy

throughput2
.

5 REINFORCEMENT LEARNING BACKGROUND

In this section, we introduce reinforcement learning and a
number of modern techniques that we used in our LEAD-
RL models to optimize their performance.

RL is a subset of Machine Learning (ML) that is con-
cerned with problems in which no explicit label is provided
during training. This is different from supervised learning,
the method by which other LEAD models are trained,
where labels are supplied during training. In LEAD-RL, the
agent instead aims to maximize a cumulative reward in
order to find an optimal policy for selecting actions, where
the reward is a scalar value describing progress toward a
goal after each action. The prevailing setting for RL is the
Markov Decision Process (MDP); an MDP can be repre-
sented as a tuple, ðS;A; P; gÞ. S is the set of all states s, A is
the set of all possible actions a the agent can take, R is the
reward function, P ðs0; rjs; aÞ is the probabilistic transition
function/dynamics model of the environment describing
the probability of transitioning into a new state s0 and
observing a reward r when action a is taken from state s,
and g is the discount factor. The agent aims to learn an opti-
mal policy p� : S ! A that maps states to actions such that
the long term expected reward is maximized. We can model
this problem as an agent which learns the optimal action-
value function Q�ðs; aÞ defined as

Q�ðs; aÞ ¼ max
p

EP

�
rt þ grt1 þ g2rtþ2 þ � � � js; a � p

�
; (2)

which is the expected sum of rewards rt, discounted at each
timestep t by a positive discounting factor g 	 1, when
actions are taken according to policy p, maximized over all
possible policies [49]. It can be shown that the optimal pol-
icy is p� ¼ argmaxa Q

�ðs; aÞ, where the optimal Q� satisfies
the Bellman optimality equation [49]

Q�ðs; aÞ ¼
X
s0;r

P ðs0; rjs; aÞ rþmax
a0

Q�ðs0; a0Þ
� �

: (3)

When the state space is discrete, the tabular Q-learning
algorithm and its numerous variants can be used to find the
optimal Q-value function Q�ðs; aÞ using a state-action table
for storing the Q values. At each timestep, the Q-learning
algorithm chooses actions based on the current Q, and
updates Q using the observed reward according to a tempo-
ral difference rule [49]. The actions need to be chosen such
that, over many timesteps, all actions are taken in all states.
This poses a central conflict between exploration and exploi-
tation. At any timestep, there is at least one action whose
estimated value is the greatest; we call the greedy selection
of this action exploiting; if instead one of the non-greedy
actions is selected, we say the agent is exploring [38].
Exploitation will allow the agent to maximize its return in
the short term; however, more exploration may allow the
agent to better estimate the true value function and lead to a
greater long term return[38]. The most common approaches

to addressing the tradeoff between exploration and exploi-
tation are �-greedy methods. At every timestep t, the agent
selects the greedy action at ¼ argmaxa Qðs; aÞ with proba-
bility 1� �. With probability � the agent selects a random
action instead.

5.1 Deep Q Networks with Experience Replay

In many cases the state space, the action space, or both, are
too large to create a state-action Q table. One solution is to
represent the states as a vector of possibly continuous fea-
tures and use function approximation techniques to estimate
the value of each state. However RL algorithms are known to
be unstable when the action-value function Qðs; a; uÞ is com-
puted by some parameterized function approximator, such
as aNeural Network [39]. The primary causes of this instabil-
ity were found to be the sample correlation of sequential
observations, and the correlation between the current
approximate action-value Qðs; a; uÞ and the target action
value rt þQðs0; a0; uÞ. Deep Q Networks (DQN) address
these issues via target networks and experience replay [39].

Target networks attempt to alleviate the correlation
between the approximate action value under the current
policy and the target action value by calculating the target
according to a different set of network parameters u�, which
are updated only periodically. By doing this, the network
training slows down somewhat, and training instability due
to bootstrapping is alleviated [39].

Experience replay is a mechanism by which state transi-
tions et ¼ ðst; at; rt; stþ1Þ are stored in a replay buffer,
Dt ¼ ðe1; e2; . . . ; etÞ, of finite size. During training, gradient
descent updates are performed on minibatches of samples
ðst; at; rt; stþ1Þ � UðDÞ, which are drawn uniformly at ran-
dom from the replay buffer. Gradient descent updates with
a learning rate a can then be performed on the loss function
LðuÞ, as shown below:

yj ¼ rj þ gmax
a0

Q̂ðsjþ1; a
0; u�Þ (4)

LðuÞ ¼ 1

2
yj �Qðsj; aj; uÞ
� �2

(5)

u ¼ u � aruLðuÞ (6)

¼ u þ a yj �Qðsj; aj; uÞ
� �ruQðsj; aj; uÞ; (7)

where rj is the reward observed at the current timestep j, u
is the current set of network parameters, and u� are the
saved copy of target parameters which are updated only
periodically. By randomly sampling from the replay buffer,
the correlation between sequential samples is removed and
the changing distribution introduced by policy changes is
smoothed over. Ultimately, the data looks more stationary,
leading to an increase in performance [39].

5.2 Prioritized Replay

Sample correlation violates the identically and inde-
pendently distributed assumption of stochastic gradient
descent algorithms. While experience replay was intro-
duced to eliminate sample correlation, sampling from the
replay buffer uniformly at random is not the most efficient
way to sample [43]. Ideally, we would want to sample tran-
sitions which maximally reduce the global loss function;
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however, a more practical approach is to give transitions
with higher Temporal Difference (TD) error more priority
[43], where TD error is given by

dj ¼ jyj �Qðsj; aj; uÞj
¼ jrj þmax

a0
Qðsjþ1; a

0; u�Þ �Qðsj; aj; uÞj: (8)

Also, the samples are sampled stochastically according to
their priority, rj ¼ dj, in order to prevent transitions with
initially low TD error from being forgotten[43]. The proba-
bility of a transition being sampled is

P ðjÞ ¼ rajP
k r

a
k

; (9)

where a is a hyper-parameter which controls how much pri-
ority is given to each transition.

Estimating the action value function depends on updates
corresponding to the same distribution as the expectation.
However, prioritized replay introduces bias because it
changes that distribution in an uncontrolled manner [43].
This is fixed by using importance sampling weights

wj ¼ ðN � P ðjÞÞ�b; (10)

where b is annealed linearly from bstart to 1 by the end of
learning, bstart is a hyper-parameter, and N is the size of the
replay buffer. The required steps for Prioritized Replay can
be seen in lines 16 and 22-23 of Algorithm 1.

5.3 Multi-Step Learning

While in one-step Q-Learning the agent observes a single
reward then uses a greedy action selection at the next state
to approximate the return thereafter, agents using multi-
step returns instead observe multiple rewards before com-
puting the approximation [46], as follows:

R
ðnÞ
j ¼

Xn�1

k¼0

gkrjþk (11)

yj ¼ R
ðnÞ
j þ gn max

a0
Qðsjþn; a

0; u�Þ: (12)

Multi-step target returns with a well-tuned value for n will
often lead to faster learning [38]. The required steps for
multi-step learning can be seen in lines 11-15 and 18-19 of
Algorithm 1.

5.4 Double Deep Q Learning

Q-learning involves maximization in the approximation of
the return, as shown in Equation (4), copied below:

yj ¼ rj þ gmax
a0

Q̂ðsjþ1; a
0; u�Þ: (13)

Due to the maximization step, state-action values suffer
from a maximization, or overestimation, bias. In many
cases, overestimating the value of states can have a signifi-
cant negative impact on performance [40].

In order to alleviate maximization bias, the tabular Dou-
ble Q Learning algorithm instead uses two independent
action-value functions that are updated with equal probabil-
ity [40]. The maximizing action is selected according to the

action-value functionwhich is not being updated. In order to
combine Double Q-Learning with DQNs, rather than declare
two networks and two target networks, Double Deep Q
Learning uses only the online network for Q and the target
network for Q̂ already present in Deep Q Learning and con-
structs the target yj according to Equation (14) below:

yj ¼ rj þ gQ̂ðsjþ1; argmax
a

Qðsjþ1; a; uÞ; u�Þ: (14)

While using the target network as the second Q function
does allow for some correlation between the two Q net-
works, in practice it is sufficient to alleviate maximization
bias [41]. The required steps for Double Deep Q Learning
can be seen in lines 18-19 of Algorithm 1.

5.5 Noisy Networks for Exploration

With engineered annealing schedules, �-greedy methods can
be very effective; however, these totally random, local changes
to the policy are unlikely to lead to large-scale behavioral pat-
terns needed for exploration inmost environments[42].

Consider a normal linear layer in a neural network, Y ¼
uX þ b. An alternative approach to exploration when using
neural networks to approximate the action-value function is
Noisy Networks for Exploration [42] that replace the linear
layer with a noisy linear layer

Y ¼def ðmw þ sw 
 �wÞX þ ðmb þ sb 
 �bÞ; (15)

where � ¼ ð�w; �bÞ are are randomly sampled, zero mean
noise matrices with fixed statistics, and m ¼ ðmw;mb), and
s ¼ ðsw; sbÞ are matrices of learnable parameters [42]. The
set of parameters is now z ¼def fmsg.

Instead of selecting actions according to an �-greedy pol-
icy, the agent can now act greedily according to a network
using noisy linear layers in place of all linear layers. Ulti-
mately, this allows the agent to learn exploration strategies
unique to the task at hand, while automatically annealing or
increasing the magnitude of noise parameters to sufficiently
explore complex state spaces. Most of the necessary changes
are to the architecture of the Neural Network used to
approximate the action-value function. However, initializa-
tion is handled differently, seen in line 3 of Algorithm 1,
noise must be sampled, seen in lines 8, 17, and 20, and the
actions are selected greedily with respect to the noisy net-
work, seen in line 9 of Algorithm 1.

6 THE LEAD-RL ARCHITECTURE

We used a deep Q network architecture that contained 2
hidden layers and an output layer with one node for each
V/F mode; all layers are fully connected. The first hidden
layer consisted of 16 ReLU units, and the second hidden
layer contains 16 ReLU units. The output layer contains 5
linear units, one corresponding to each action.

6.1 Training and Testing the LEAD-RL Agent

Each router is allocated a different RL agent during training,
leading to 16 unique policies. This means that 16 neural net-
works are trained offline with 16 replay buffers. The reason-
ing was that the optimal policy for a corner router may be
vastly different from the optimal policy of a router in the
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center of the mesh; empirically, this has been confirmed as
16 independent agents significantly outperformed a single
agent making decisions for each router. This design choice
adds no computational overhead at test time; the parame-
ters of each neural network can be stored and used to evalu-
ate each action-value at the beginning of each new time
window. The Q network for each router uses as input a vec-
tor of features that are collected for that router. Table 1
shows the features that are collected every each time win-
dow, scaled to be between 0 and 1.

Algorithm 1. Multi-Step Double Deep Q Learning with
Prioritized Experience Replay and Noisy Networks for
Exploration

1: Initialize Prioritized Replay Memory D to capacity N
2: Initialize n-Step Buffer M to capacity n
3: Initialize online Q parameters z ¼ ðm; sÞ, m at random and

si;j ¼ :047
4: Initialize target Q̂ parameter z� ¼ z

5: for each episode do
6: Observe and scale state vector s1
7: for t = 1,T do
8: Sample zero mean noise E
9: Select action at using a greedy policy on Qðst; �; z; EÞ
10: Execute at then observe reward rt and next state stþ1

11: Store ðst; at; rtÞ at the end of M
12: Pop ðst�nþ1; at�nþ1; rt�nþ1Þ from the front of M

13: Calculate R
ðnÞ
t�nþ1

14: Store transition ðst�nþ1; at�nþ1; R
ðnÞ
t�nþ1; stþ1Þ in D

15: Sample a prioritized minibatch of transitions
ðsj; aj; RðnÞ

j ; sjþnÞ from D
16: Calculate the IS weightswj for all sampled transitions j
17: Sample zero mean noise E0

18: Select each a0j such that a0j ¼ argmaxa Qðsjþn; a; z; E0Þ
19:

yj ¼ R
ðnÞ
j if terminal

R
ðnÞ
j þ gnQ̂ðsjþn; a

0
j; z

�; E0Þ else

(

20: Sample zero mean noise E00

21: Calculate the TD error dj ¼ ðyj �Qðsj; aj; z; E00ÞÞ2
22: Update the priorities of each sampled transition j using dj
23: Perform a gradient descent step on ðw
 dÞwith

respect to the network parameters z
24: Every C steps set z� ¼ z

25: end for
26: end for

TheLEAD-RL agents are trained offline usingAlgorithm1,
and tested using Algorithm 2which stops learning in order to
eliminate the significant overhead that learning entails; as a
result, the overhead added at test time is only the overhead
introduced to evaluate the neural network.

Algorithm 2. Using the Trained Policy at Test Time

1: Load weights z ¼ ðm; sÞ for action-value function Q
2: Set all si;j ¼ 0
3: Observe and scale state vector s1
4: for t = 1,T do
5: Select action at using a greedy policy on Qðst; �; zÞ
6: Execute at then observe next state stþ1

7: end for

While multi-step learning, double learning, and priori-
tized replay used in Algorithm 1 were found to increase
convergence speed, thus speeding up the training process,
only noisy networks were found to have a significant impact
on the final performance of LEAD-RL. As higher training
speeds can enable tuning over a larger space of architec-
tures, all these techniques were used in our experiments. In
addition, all of the improvements to DQN add no additional
overhead to the model at test time, thus the increased train-
ing speed came at no additional cost.

6.2 Reward Function Engineering

Unlike benchmark environments in RL such as Atari games
or walking challenges, there is no intrinsic reward function
in this application, so it had to be engineered from scratch.
Ideally, we would use optimization target values calculated
at the end of each trace file: throughput per cycle, latency
per packet, and total energy. However, one reward only at
the end of each trace would make the rewards very sparse,
which introduces numerous challenges in the RL setting.
Instead, it was necessary to engineer a reward which could
provide a non-zero value at most timesteps. A simple linear
combination of the number of packets sent in the previous
RW window, pt, and the dynamic energy consumed in the
previous RW, et seems to be an obvious solution

rt ¼ pt � �et; (16)

where � is a tunable hyper-parameter to control the tradeoff
between throughput and energy consumption.

However, there appears to be a flaw in the reward func-
tion; the data being run through the simulator was gener-
ated in advance of the simulation. This means that the total
number of packets in each trace file is constant with respect
to the simulation. Unlike the throughput per cycle metric
that needs to be optimized, the number of packets pt used in
the reward is not divided by the total number of cycles
in the simulation, because this number is not known at
timestep t during the simulation. This could be an issue in
an undiscounted reward setting, where the packet term in
the cumulative reward would be the same, no matter what
policy is used. However we are operating in the discounted
setting in which the value of the next state and action
Qðs0; a0Þ is multiplied by a discount factor, g 2 ½0; 1�. There-
fore, if g < 1 the agent perceives sending packets sooner
as more rewarding. Nevertheless, this leads to a relatively

TABLE 1
Reduced Feature Set Used for LEAD-RL

Reinforcement Learning Feature Set

Feature 1: Current Input Buffer Utilization
Feature 2: Outgoing Link Utilization All Directions
Feature 3: Incoming Link Utilization All Directions
Feature 4: Requests Sent by All Cores
Feature 5: Requests Received by All Cores

The size of the feature set as well as computational overhead
is drastically reduced with no significant impact on agent
performance/energy savings.
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complicated relationship between the discount factor, g,
and �, which makes tuning difficult. Instead, we chose to
formulate the reward as

rt ¼ �ðbt þ �etÞ; (17)

where bt is the buffer utilization of the previous timestep.
While we are no longer directly optimizing throughput per
cycle, including �bt in lieu of pt in the reward makes both
terms dependent on the actions selected by the agents.
When trained with Algorithm 1, the agent using the reward
described by Equation (17) was able to outperform agents
using reward described by Equation (16). All results in this
paper used the reward formulation from Equation (17).

7 EXPERIMENTAL EVALUATION

Multi2sim [30], a cycle accurate full system simulator, is
used to generate trace files using industry standard bench-
marks such as blackscholes and FFT. A total of 14 trace files
are generated using both PARSEC 2.1 [31] and SPLASH2
[32] benchmarks. Our in house network simulator uses the
generated traces as input for real traffic patterns. It is crucial
that LEAD be trained and tested using real traffic patterns
because they are more indicative of real world performance
than synthetic workloads. LEAD uses six benchmarks for
training, three for validation, and five for testing. All LEAD
models and the Baseline use the same five test traces, to
allow for a fair experimental comparison. The main results
in terms of dynamic energy, throughput, and latency are
shown in Fig. 5 and summarized below:

1) LEAD-t achieves an average dynamic energy sav-
ings of 15.4 percent for a loss in throughput of 0.8
percent with no significant impact on latency, rela-
tive to the baseline.

2) LEAD-RL saves 20.3 percent dynamic energy rela-
tive to the baseline model, at the cost of a 1.5 percent
decrease throughput and a 1.7 percent increase in
latency.

a) Relative to LEAD-t, RL enabled the saving of an
additional 4.9 percent energy at the cost of an
additional 0.7 percent decrease in throughput
and an additional 1.5 percent increase in latency.

Note that because all features are local to the router, if
more routers/cores were added to the network all LEAD
models could be easily scaled to the new architecture with
no change in the algorithms.

7.1 Linear Regression Training and Evaluation

All three linear regression based LEAD models are trained
separately on the same extracted features but with different
labels. After the regression models have been trained and
validated, they are exported back into our network simula-
tor where they are used to predict labels. These labels are
then used to select the appropriate modes, based on a set of
tuned thresholds. In order to determine the optimal buffer
utilization thresholds for the LEAD-t model, we performed
an exhaustive threshold study.

Fig. 6 shows the results of tuning the threshold on the
barnes benchmark. The x-axis has 4 values which corre-
spond to the four thresholds used to determine what mode a
router should operate in for the next epoch. For example, 5/
10/20/25 implies that when the buffers are predicted to be
less than 5 percent full for the next epoch, the router should
operate in mode 1 for the next epoch. When the routers are
predicted to be between 5 and 10 percent full, the routers
should operate in mode 2. When the routers are predicted to
be between 10 and 20 percent full it should operate in
mode 3. When the router is predicted to be between 20
and 25 percent full it should operate in mode 4. Finally,
when a router is predicted to be more than 25 percent full it
should operate at the highest mode for the next epoch. The
tuning results show that the best threshold combination was
5/10/20/25, yielding 15.51 percent energy savings for a
5.35 percent throughput loss on the barnes benchmark.
Therefore we use this threshold combination for our LEAD-t
model on the 5 test traces.

A breakdown of the time spent in each mode for all
LEAD models is shown in Fig. 8. This breakdown is mea-
sured as a percentage of the total cycles all routers in the
network operated at each of the five different voltage levels
compared to the total number of simulation cycles. A com-
parison of the throughput, dynamic energy, and energy
delay product (EDP) is shown in Fig. 7 where the data is
normalized against a baseline that does not apply DVFS.
We used the best performing thresholds 5/10/20/25 from
Fig. 6 and due to space constraints only show various time
window sizes for LEAD-t. LEAD-t performed very similar
for both 500 and 1,000 cycles, resulting in 16-17 percent

Fig. 5. Performance of LEAD-RL and LEAD-t as a percentage of the baseline model.

Fig. 6. Throughput loss/dynamic energy savings across multiple thresh-
old selections for the lu trace with a window size of 100.
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energy savings at the cost of 3-4 percent less throughput.
LEAD-D saved 34-35 percent dynamic energy, far more that
LEAD-t, however at a cost of 40-43 percent loss in through-
put. LEAD-G is similar to LEAD-D in that it achieved even
greater energy savings than LEAD-D of 42 percent for an
almost equal loss in throughput of 42 percent. Fig. 7c shows
that the EDP for all models follows the same trend as total
dynamic energy. A more detailed discussion of the super-
vised LEADmodels is presented in [45].

7.1.1 Overhead for Linear Regression

Because training is performed offline, the overhead incurred
by the linear regression based LEAD models reduces to the
runtime energy/area/timing cost to generate predictions
and select corresponding V/F levels on a per router basis.
Runtime overhead can be simplified to the cost of making
predictions, which requires gathering local router features
and multiplying them by their trained weights. Then these
values are all summed to calculate the prediction. Other
work [29] has already calculated the energy and area over-
head to perform many different types of operations. A

single 16 bit floating point addition consumes 0.4 pJ with
an area cost of 1360 um2. A single 16 bit multiply consumes
1.1 pJ with an area cost of 1640 um2. We use 39 features for
label generation for all linear regression based LEAD mod-
els which leads to 39 multiplies and 38 additions. The total
energy overhead is 58.1 pJ with a total area overhead of
0.12mm2. Using Synopsys we also estimate the timing over-
head to be 3-4 cycles. Predictions are made on a per router
basis but only need to be generated once per time window,
thus we can simply increase the epoch size to decrease the
energy overhead. Units can be shared to reduce area over-
head at the expense of increased timing costs.

7.2 RL Agent Training

The agents are trained using the Barnes, Bodytrack, Dedup,
Ferret, Ocean, and Swaptions benchmarks, which were
sampled randomly from the 9 training and validation
traces. The remaining 3 benchmarks, FFT, Raytrace, and
Black, were used for tuning the hyper-parameters. Because
learning is offline, the policy is static at test time. To ensure
the agent was converging to the optimal solution for any
given trace file, the replay buffer had to be sufficiently large
to store traces from every training benchmark simulta-
neously. Therefore, the agent was trained for at least 100 K
timesteps, which typically amounts to approximately 2-3
passes over the training traces. To ensure that a sufficient
number of samples are in the replay buffer to avoid de-
correlation at the beginning of training, no gradient updates
are performed until the replay buffer is filled with at least
Train Start Size = 10 K samples.

The actual stopping condition also depends on the param-
eters of the noisy networks. For these experiments, training
was considered complete when the noise parameters s

Fig. 8. Breakdown of time spent in each mode by routers during testing
for various LEAD models.

Fig. 7. (a) The throughput for linear regression based LEAD models compared against baseline and greedy. (b) The normalized total dynamic energy.
For LEAD-t, we also show how the model performed at two different window sizes of 500 and 1,000 cycles. (c) The normalized energy delay product
with LEAD-t evaluated for window sizes of 500 and 1,000 cycles.
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stopped changing to a significant degree. The s variance
parameters can be interpreted as the agent’s uncertainty
with respect to the true state of the NoC environment and
the optimal action to take in that state. Empirically, we have
observed that rewards that are highly non-stationary are cor-
relatedwith high values of s. With this in mind, the behavior
of the s parameters was also used to tune hyper-parameters
such that the reward function shows a more stationary view
of the expected return. Table 2 shows the values of all the
hyper-parameters used during the training of the LEAD-RL
model. Because the space of possible hyperparameters is
very large, hyperparameters were selected by performing a
greedy, hyperparameter-wise sequential search: starting
from default values, the hyperparameters were each tuned
one-by-one until values which appeared to perform best
were found. The significance of �, g, and s on final perfor-
mance is discussed in depth in Section 8.

7.3 RL Agent Evaluation

The RL agents are trained offline, which means that at test
time learning is stopped, no experience is appended to the
Replay Buffer, and no gradient descent steps are performed.
The policies for all of the agents remain static and determin-
istic and proceed according toAlgorithm 2. This only requires
querying the trained neural network to select actions. Online
training instead would use lines 8-24 of Algorithm 1 at test
time, which would require maintaining a prioritized replay
buffer at each router, keeping noisy parameters (more than
doubling the number of parameters), estimating gradients
with respect to all of these parameters for each update, and
hardware to enable these functions. Correspondingly, the
computational cost at test timewould be orders of magnitude
higher than for offline training. However, by stopping train-
ing at test time, the agents lose some flexibility in adapting to
non-stationary environments. This challenge was largely
overcome by tuning the minibatch size, the replay buffer
size, introducing Prioritized Experience Replay, and using a
diverse set of benchmarks for training.

7.3.1 Architecture and LEAD-RL Overhead

As with the other LEAD models, the additional overhead
incurred by LEAD-RL can be reduced to the runtime energy/
area/timing cost to compute the state-action value for each
mode and switch to the corresponding V/F levels on a per
router basis. This overhead must be considered in terms of

the number of agents which is heavily dependent on network
topology. LEAD-RL is applied to ameshwith a concentration
factor of four in order to reduce the number of agents and cre-
ate a smaller neural network so that computational overhead
is minimized. If LEAD-RL were applied to a mesh with con-
centration factor of 1, the number of agents would equal the
network size. This would result in a larger neural network
with the potential for increased power savings at the cost of
increased computational overhead. LEAD-RL uses a neural
networkwith two hidden layers with 16 neurons each and an
output layer with 5 nodes. The three layers must be com-
puted in sequential order, e.g., layer onemust gather features
and compute its values before the next layer can be com-
puted. We could flatten the network but area overhead
would increase. With our current design it is possible to par-
allelize all units and operations within each layer. For layer
onewe have a total of 80multiplies, 64 additions, and 16 com-
parisons. For layer two we have a total of 256 multiplies, 240
additions, and 16 comparisons. For the third layer we have a
total of 80 multiplies, 75 additions, and 5 comparisons. This
equates to a total of 416multiplies, 379 additions, and 37 com-
parisons to gather the features, compute state-action values,
and to select the V/F mode with the largest action value. The
total energy cost is a result of the total number of operations
performed and does not change with parallel components;
however we can reuse components between layers to reduce
area overhead. The total energy overhead is 609.2 pJ and the
total area overhead is 0.746 mm2, which can be further
reduced to 94.5 pJ and 0.081 mm2, respectively, by reducing
the precision from 16 bit to 8 bit. The total timing overhead is
11-12 cycles. State-action values are calculated on a per router
basis and only need to be generated once per time window.
Once again, we can reduce the energy overhead simply by
increasing the time window. We could reduce area overhead
by sharing more units, however timing overhead would
increase. Additionally, we can make algorithmic improve-
ments to reduce the number of parameters in the neural net-
work, thus reducing the number of necessary operations.
Recent work [47] shows that significant redundancy exists in
neural networks andweak connections can be pruned reduc-
ing the number of parameters by as much as a factor of 10.
Additionally, model compression using distilled knowledge
from a larger neural network can be used to train a smaller
neural network [48]. In other words, we can use the trained
neural network from this paper to train a smaller equivalent
networkwith less energy and area overhead.

8 DISCUSSION OF LEAD-RL

The RL architecture presented here for DVFS led to a better
energy versus throughput tradeoff compared to linear regres-
sion based LEAD, in addition to providing significant design
benefits such as scalability. On the other hand, the architec-
ture needed at test time is more complex. In this section, we
discuss several key insights regarding the RL approach to
DVFS and comparewith results from relatedwork.

Model Behavior of RL versus Supervised Models. From Fig. 8
we can see that LEAD-t routers spend the majority of their
time in the highest mode of operation in order to meet strict
performance demands. However, we see that this model
can still effectively transition into lower modes in order to

TABLE 2
Hyperparameters

Hyperparameter Value

Replay Buffer Size 100 K
Train Start Size 10 K
Minibatch Size 64
Learning Rate 0.0001
Target Net Update Freq. 128
Priority, a 0.6
bstart 0.4
sinit 0.047
n steps 3
� 0.1
g 0.9
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exploit low network traffic and save energy. LEAD-D has
the most equal mode distribution due to its’ gradually
changing nature. However, this does not equate to the best
energy savings and performance trade-off as it is never
allowed to transition directly into the optimal mode, only
into the direction of the optimal mode. We see that LEAD-G
spends the majority of its’ time in the lowest mode of opera-
tion in order to maximize energy savings, but this also leads
to massive performance degradation. In contrast, LEAD-RL
routers spend the majority of their time in lower modes of
operation, with a much more even distribution of time spent
in higher modes when network-loads shift. This more grad-
ual change in voltage mode as load shifts can be thought of
as a blend of LEAD-t and LEAD-D and showcases the
improved energy savings of LEAD-RL. Because LEAD-t
routers must meet strict performance requirements, this
model is best in a high-load environment. LEAD-D routers
react slowly to changing traffic patterns, therefore this
model would be best suited to low-medium load environ-
ments with lax performance requirements. LEAD-G routers
focus solely on energy savings; therefore, this model would
be best suited to low-load environment with no perfor-
mance requirements. The flexibility of the RL approach ena-
bles the LEAD-RL agents to effectively learn an optimal
behavior for any load environment, under arbitrary perfor-
mance requirements. Thus, LEAD-RL routers can maintain
strict performance requirements while still gradually chang-
ing voltage levels as load shifts.

Advantages over Supervised Learning. LEAD-RL brings sev-
eral benefits over previous LEAD models; the first being
improved overall energy versus throughput tradeoff. Con-
trolling the energy versus throughput tradeoff can be done
through a single hyper-parameter � in the reward function,
as shown in Fig. 9. Larger values result in more energy sav-
ing at the cost of throughput, while smaller values result in
less throughput loss at the cost of more energy. This allows
easy application specific tuning by a designer. Furthermore,

generalizing the agent to use more than 5 DVFS modes is
simple, as it requires only adding more output nodes in the
router’s deep Q network. In contrast, increasing the number
of modes in the supervised LEAD models requires increas-
ing the number of corresponding thresholds, which in turn
increases the time complexity of the grid search procedure
for threshold tuning.

RL versus Supervised Learning Based Policies. As seen in
Fig. 8, the policies learned by LEAD-RL agents are much
more diverse than LEAD-t, while reducing dynamic energy
and maintaining high throughput, unlike LEAD-D where
added diversity does not translate into a good energy versus
throughput tradeoff.Whereas LEAD-t looks almost bi-modal,
spending greater than 90 percent of cycles inmodes 1 and 5 in
4 out of 5 test traces, LEAD-RL was able utilize modes 2, 3,
and 4 effectively to reduce the energy cost of eachworkload.

Per Router Learning and Exploration. The noisy network s

parameters are expected to converge to a value representing
the stochasticity of the action-value function estimation.
Fig. 11 shows the behavior of the s parameters during train-
ing for a subset of the routers. It can be seen that each agent
develops its own exploration strategy in order to find its
optimal policy: router 12, for instance, converges much
faster and requires less exploration than the other routers.
This lends credence to the idea that the problem, or at least
the representation of the problem, for each agent differs to
some degree. In addition, the different final values for the
average s parameter magnitude indicates that an optimal
solution requires a separate policy for each router.

Non-Stationarity and Static Policy. Due to the highly
non-stationary nature of the observations, which arise from
differences in workloads across both sections of traces and
different traces, in combination with static policies being
implemented at runtime, learning a general policy for the
problem proved challenging. To overcome this, the size of
the replay buffer needed to be sufficiently large to hold
transitions from multiple trace files, otherwise the value

Fig. 9. Performance of LEAD-RL as a percentage of the baseline model when varying the value of �.

Fig. 10. Performance of LEAD-RL as a percentage of the baseline model when varying the value of g.
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function would continue to vary significantly. Additionally,
the size of minibatch sampled from the replay buffer had to
be large enough to capture a good estimate of the true gradi-
ent; using minibatches that were too small also resulted in a
less stable policy. Minibatches of size 64 were sufficient
when prioritized replay was used, though without priori-
tized replay minibatches needed to be significantly larger.
Finally, as more data was added to the training set, perfor-
mance improved, hence the importance of using many
training traces. In practice, data could potentially be accu-
mulated and used to continuously train better models.

Noisy Network Initialization. The initialization of the noisy
parameters s was found to be of significant importance in
this problem. When the initial values were too small, the
agent tended to converge to sub-optimal policies. When the
initial values were too large, the noisy parameters con-
verged to larger values, which in turn caused the mean
parameters m to also converge to larger values. The result-
ing more complex model subsequently had poor generaliza-
tion performance, i.e., a lower average reward (energy
versus throughput tradeoff) at test time.

Sensitivity to Discounting Factor. When tuning g, values
whichwere too small were found to cause convergence to pol-
icies which are only locally optimal. In other words, the agent
prioritizes actions which maximize reward over intervals
which are too short. Conversely, values of gamma that were
too large resulted in the agent considering future states which
were not significantly affected by the current action. As a
result, the expectation of the return is more non-stationary
leading to slow or non-convergence of the value function esti-
mation. Results for 3 values of g are shown in Fig. 10.

Better Reward Function. Due to simulator limitations, we
could not get a truemeasure of throughput at every timewin-
dow. While a significant improvement in performance was
achieved usingAlgorithm 1with the reward in Equation (17),
replacing �bt with a true measure of throughput could lead
to further improved results. In our experiments the agent
was accurate estimating value functions, evidenced by an
average loss per transition at every update of 5 � 10�5, and a
flattening of the average s parameter magnitudes, seen in
Fig. 11, indicating that the state-action space has been suffi-
ciently explored. If a true measure of throughput were used
in place of �bt, it may be possible to more closely optimize
for the end goal of maximum energy savings and minimum
throughput loss.

Comparison with Related Work. In [54], RL achieved
33 percent dynamic energy savings when DVFS was applied
to NoC, LLC, and other uncore components, at a cost of
2.5 percent decrease in throughput. In contrast, in our work
DVFS is applied only to the NoC. We expect that using
LEAD-RLwith these additional chip components would fur-
ther improve energy savings. In [9], RL was applied in a
multi-tasking environment to doDVFS of the core. However,
to achieve the 20.3 percent energy savings reported in our
work, their approach would result in a greater loss in
throughput, of 4.5 to 13.5 percent. In [26], cache coherence
properties were used to optimize voltage and frequency set-
tings, leading to energy savings of 40 percent at a cost of
3 percent in throughput. However, the RL agents in our
work do not have access to cache coherence information, as
such the results are not comparable.

9 CONCLUSION

We presented LEAD Learning-enabled Energy-Aware Dynamic
voltage/frequency scaling for multicore architectures, a collec-
tion of machine learning approaches that are trained to proac-
tively switch among a predefined set of DVFS modes in order
to reduce energy consumption in NoCs, with minimal impact
on throughput and latency. In the new LEAD-RL approach,
a DVFS selection model is trained for each router in a mesh
architecture, usingmodern reinforcement learning techniques
such as deepQ-networks, noisy networks, replay buffers, and
prioritized replay. The new RL approach is more scalable
than the previously introduced supervised learning models,
does not require expensive threshold tuning, and allows for
an easier adjustment of the dynamic energy versus through-
put tradeoff. All models are trained offline in order to mini-
mize energy and area footprint at runtime. Simulations on a
4 � 4 concentrated mesh architecture using PARSEC and
Splash-2 benchmarks show that the supervised learning
LEAD models can achieve an average dynamic energy sav-
ings of 15.4 percent for a loss in throughput of 0.8 percent with
no significant impact on latency. When reinforcement learn-
ing is used, LEAD increases average dynamic energy savings
to 20.3 percent at the cost of a 1.5 percent decrease in through-
put and a 1.7 percent increase in latency. Ultimately, LEAD-
RL serves as a model which can be easily tailored to the needs
of the workload, is trained automatically without much
human engineering, and is scalable to large networks with
many cores/routers and an arbitrary number of DVFSmodes.
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