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Abstract— Network-on-chips (NoCs) have emerged as a
scalable solution to the wire delay constraints, thereby providing
a high-performance communication fabric for future multicores.
Research has shown that power, area, and performance of the
NoC architecture are tightly integrated with the design and opti-
mization of the link, router (buffer and crossbar), and topology.
Recent work has shown that adaptive channel buffers (on-link
storage) can considerably reduce power consumption and area
overhead by reducing or replacing the power-hungry router
buffers. However, channel buffer design can lead to head-of-
line (HoL) blocking, which eventually reduces the throughput of
the network. In this paper, we design channel buffers and router
crossbars to improve the performance (latency, throughput) while
reducing the power consumption. In addition, we implement
the proposed channel buffers and crossbar organizations in a
concentrated torus (CTorus) topology which is a dual network
without the additional area overhead. We compare other dual
networks with leading topologies such as mesh2X, concentrated
mesh2X (CMesh2X), and flattened butterfly2X (FBfly2X), each
implemented with channel buffers. Our proposed designs ana-
lyze the power–performance–area tradeoff in designing channel
buffers for NoC architectures while alleviating HoL blocking
through buffer organizations and crossbar optimizations. Results
using Synopsys design compiler showed that the buffer and
crossbar organizations for an 8×8 mesh architecture can reduce
power consumption by 25%–40%, improve throughput and
reduce latency by 525%, while occupying 4%–13% more area
when compared to the baseline architecture for both synthetic
as well as real benchmark traces such as Princeton Application
Repository for Shared-Memory Computers (PARSEC) and Stan-
dard Performance Evaluation Corporation (SPEC). CPU2006.
When the energy-efficient buffer and crossbar organization was
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inserted into our CTorus topology, we further reduced energy
dissipation by 32% and area by 53%, on average, over mesh2X,
CMesh2X, and FBfly2X.

Index Terms— Channel buffers, concentrated torus, crossbars,
network-on-chip.

I. INTRODUCTION

NETWORK-ON-CHIPS (NoCs) [1], [2] design paradigm
overcomes the dual problem of global wire delay and

scalability in chip multiprocessors by: 1) matching or reducing
the wire lengths to network topology, and 2) increasing the
bandwidth with more links and switches. As NoCs architecture
(combination of links for communication and routers for stor-
age and switching) gains traction with an increasing number
of cores on a chip, power dissipation combined with excess
leakage currents is already a major technology constraint
that affects both performance (throughput and latency) and
area overhead. While the previous design of 80-core Intel
TeraFlops consumed more than 28% of the total chip power
[3], more recent 48-core Intel SCC design [4] reduced the
overall communication power to 10% of the total power bud-
get by implementing several power optimization techniques.
Clearly, energy-efficient and high-performance NoCs archi-
tectures are required to sustain and continue the performance
gains achieved by increasing the number cores on a single chip
with every successive generation.

Of the several research directions that improve the energy
efficiency and performance in NoCs [5], we focus on
three critical interrelated components, namely: 1) buffering;
2) switching; and 3) topology. As buffers consume substantial
router power, several techniques to minimize the impact of
the router buffers have been proposed. These include: 1)
dynamic buffer with virtual channel (VC) allocation to max-
imize the buffer utilization for various packet lengths [6]; 2)
replacing the repeaters along the link to duplicate as hold
and store (channel buffers) when desired, thereby reducing
the total router buffers leading to power and area savings
[7]; 3) replacing all buffers with elastic buffers along the
link by replacing repeaters with flip-flops and implementing
a handshaking protocol between buffers [8]; and 4) bufferless
routers that either deflect or drop conflicting packets [9], [10],
thereby reducing latency and power consumption. Crossbars
have been the subject of evaluation for NoCs and researchers
have proposed smaller segmented and split crossbars for
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improved energy and area efficiency [11]. Lastly, there have
been several topologies that have improved throughput and
latency while reducing power. Concentrating cores has shown
to be an effective way to maximize the performance by trading
off serialization latency for higher radix routers [12]. Concen-
trated mesh (CMesh) enables building networks with lower
hop counts while increasing the sharing at the core routers
with more traffic directed to the center of the network [12].
Flattened butterfly (FBfly) is another high-radix NoC router
architecture that reduces any extra hops along a dimension,
thereby restricting the diameter of the network to two at the
cost of increased router radix [13].

In this paper, we propose to extend the energy efficiency
and performance of channel buffers and router crossbars
with the goals of minimizing power consumption, reducing
head-of-line (HoL) blocking, and further improving network
performance on a concentrated Torus (CTorus) topology. HoL
blocking is caused when the first packet in a queue has a
conflict that blocks a subsequent packet from moving forward.
Dual networks can alleviate this problem, but this requires
duplicating all functionality of routing and switching. This
paper takes a unique route of building duplicate paths between
routers within a single network to alleviate HoL blocking
and propose three channel buffer organizations; they include
four repeater stages per VC (4S), two stages per VC (2S),
and 1 stage per VC (1S) organizations. Each of these chan-
nel buffer organizations increases the number of inputs and
thereby provides perspective into the speedup offered. While
prior work has duplicated network links similar to the 4S
design, none of the prior work has proposed the use of dual
channels with multiinput (2S) or single channel multiinput
(1S). The design of (2S) and (1S) have similar goals of
reducing HoL while there is an area tradeoff.

With dual input ports, there are multiple ways of organizing
the crossbars to take advantage of the speedup offered with
different routing and allocation mechanisms; they include dual
input single crossbar (1XB), dual crossbar (2XB), and multiple
crossbar (4XB) organizations. The 1XB organization uniquely
shows how a 1XB can be organized to take advantage of
dual inputs to increase the matching efficiency with fairness.
The 4XB organization proposed in this paper shows how to
minimize the crossbar sizes while taking advantage of adaptive
routing. While the 2XB design has been proposed previously
[14], the 1XB and 4XB are unique contributions of this paper.
Finally, we choose the most energy-efficient channel buffer
(4S) and crossbar organization (4XB) and implement the same
on a concentrated Torus (CTorus) topology, which balances the
load better than CMesh and provides performance comparable
to FBfly topology. The implementation of the dual-channel 4S
and 4XB organizations has the performance of a dual network
without the additional area overhead. The use of dual channels
has been shown to increase throughput and lower latency [12],
[15], [16]. Therefore, we compare CTorus to the following
dual networks: mesh2X, CMesh2X, and FBfly2X. We used
the Synopsys design compiler to evaluate the power, area,
and router pipeline latencies for various configurations. Our
results indicate the router pipeline to be within the design
tolerances for 2-Ghz router clock at 1.0 V and consuming

25%–40% lesser power while occupying 5%–13% excess area
for different designs. Cycle accurate network simulation on an
8×8 mesh network topology shows 10%–25% improvement in
performance for different synthetic as well as real traffic traces
when compared to the baseline with identical router buffers.
Moreover, the proposed CTorus topology shows up to 56%
power savings and occupies approximately 47%–64% lesser
area while improving energy–delay product (EDP) from 29%
to 37% over CMesh2X and FBfly2X topologies. As traffic
patterns have a significant effect on the performance of the
network [17], we evaluate the CTorus topology on different
types of traffic loads. The major contributions of this paper
are as follows.

1) We propose an adaptive channel buffer design along
with uniquely identifying different channel buffer orga-
nizations that reduce HoL blocking, thereby preventing
performance degradation without duplicating networks.

2) We show the design of a 1XB that can take advantage
of the speedup offered while maximizing the port occu-
pancy along with multicrossbar designs that can improve
performance with minimal adaptive routing.

3) We evaluate the proposed buffer and crossbar orga-
nizations on synthetic and real applications (PARSEC
[18] and SPEC CPU2006 [19] benchmarks), show-
ing a performance improvement of 10%–25% and
power savings of 25%–40% with an area overhead of
5%–13%. Using the best of channel buffer and multiple
crossbar organizations in a CTorus topology, we show an
average saturation throughput improvement of approxi-
mately 17%, an average power reduction of 32%, and
an average total area reduction of 53%, when compared
to other NoC topology such as CMesh2X and FBfly2X.

II. RELATED WORK

Table I summarizes the proposed method compared to
related work for both buffers and crossbar designs. In [20],
the authors showed a design space exploration of the three
different channel buffer organizations, namely, 4S, 2S, and
1S. The 4S organization increases the inputs in the traditional
method, 2S further increases the design by increasing the
number of buffers, and 1S trades off some of the benefits by
reducing the area overhead by utilizing a single channel and
then increasing the channel buffers. Along with the channel
buffer organizations, three crossbar organizations are explored:
1XB, 2XB, and 4XB. Transmission gates are utilized and a
1XB is used to take advantage of the speedup offered due to
dual ports. The multicrossbar design shows the twin objectives
of saving power with smaller crossbars along with increasing
the throughput/performance with adaptive routing techniques.
Each of these organizations improves the performance through
the speedup offered by the dual inputs and provides varying
power savings. While this paper in [20] has shown the benefits
of buffer reduction, crossbar reorganization, and topology eval-
uation in isolation, there has been no design space exploration
of buffer and crossbar organizations combined with a topology,
which accentuates the advantages of the proposed router
optimizations.
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TABLE I

RELATED WORK COMPARED TO THIS PAPER

Buffer Design Description Advantages Challenges
iDEAL [7] Tri-state link buffers Reduced power and area No HoL avoidance
ECB [8] Flip-flop link buffers HoL avoidance Performance limitations

FlitBLESS [9]
Bufferless–deflects/drops packets Reduced power and area High-speed route computation logic

and SCARAB [10]
4S, 2S, and 1S [This Paper] Multiple channel tri-state link buffers Reduces HoL blocking, Each design explores different power,

integrated in a dual CTorus network power, area, and performance area, and performance trade-offs

Crossbar Design Description Advantages Challenges
RoCo Row/column crossbars Small 2x2 crossbars Restricted routing
Duato Bisects output ports 2 separate crossbars Focuses on high-radix crossbars

1XB, 2XB, and 4XB [This Paper] Transmission gates 1XB–performance 1XB–Area
or separate crossbars 2XB, 4XB–power and area 2XB, 4XB–limited routing

(a)

(b) (c)

Fig. 1. (a) Link using three-state repeaters that function as channel
buffers during congestion. (b) Control block implementation details. (c) State
transition diagram.

III. ADAPTIVE CHANNEL BUFFERS

In this section, we detail the implementation of the adaptive
dual-function links and the associated control logic. Conven-
tional repeaters are inserted into links to quickly propagate
voltage signals along the link. By adding two more transistors,
the conventional repeaters become three-state repeaters as
shown in the inset of Fig. 1(a). Repeaters have been shown to

function with a tri-state design in [7], [8], and [21]. A single
repeater stage is comprised of a three-state repeater inserted
segment along all the bit wires in the link. Fig. 1(a) shows n
repeater stages for an m bit link. Each stage is controlled by
a control block which indicates when to repeat and when to
hold a signal. When the control input to the repeater stage
is low, the three-state repeaters in that stage function like
the conventional repeaters transmitting data. When the control
input to the repeater stage is high, the repeaters in that stage
are tri-stated and hold the data bit in position. Therefore, these
links have the dual function of adaptively switching between
both repeating and storing a signal. The adaptive dual-function
links, hence, enable a decrease in the number of buffers within
the router and saves appreciable power and area. The design
shown in Fig. 1(a) requires a single control block per inter-
router link in order to control all the repeater stages along the
link, unlike the design in [8] which uses one control block per
stage along the link. Therefore, our proposed control technique
is power-efficient and has a lesser area overhead compared to
the design in [8]. Fig. 1(b) and (c) shows the control logic
and the state diagram for one stage within the control block.
The output signal, CTRL[n], is generated with only one flip-
flop and four gates where n is the nth stage. The control
logic determines the nth output based on the “release_stage”
(“rel_st”) and congestion (Cgn) signals from the router as well
as the control signal from the n − 1 stage (CTRL[n − 1]).
The control block operates with two logic states: Release
and Hold. When there is congestion at the input router, each
repeater is successively tri-stated to hold the data in position.
The router can then request that the control block release any
given repeater stage, by setting the corresponding bit in the
release_stage signal. The vcen signal is used in conjunction
with the switching control to indicate to the control block the
onset of a flit into the repeater stage.

IV. CHANNEL BUFFER ORGANIZATIONS

In this section, we propose three channel buffer organiza-
tions: four repeater stages per VC (4S); two stages per VC
(2S); and 1 stage per VC (1S). Fig. 2 shows the configurations
for one link between the upstream and downstream router.
Each packet is composed of four flits with each flit being
128 b.
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A. Four-Stage Per VC Channel Organization

Fig. 2(a) shows the 4S buffer configuration. This organiza-
tion has two input ports (registers) at the downstream router.
The dual-input ports act as VCs to give packets two paths
that can be used to alleviate HoL blocking. The two inputs
are shown as I0 and I

′
0. Each VC has four dedicated repeater

stages. Once a flit is read into the register, it activates the
control block (CB0) or (CB1) to indicate a full register. As
explained before, the control block will then hold flits one
cycle after another into different channel buffers associated
with the particular control block. The control block keeps
track of which channel buffers are occupied by communicating
with the demultiplexer (DEMUX) at the upstream router.
When all the channel buffers are occupied, it will then signal
the upstream switching control to indicate a full channel or
congestion. When all the channel buffers are occupied for a
particular VC, the switching control will deactivate the channel
buffer from receiving any more flits until the control block
releases the congestion. The flit read into the register under-
goes the standard router pipeline stages of route computation
(RC), VC allocation, switch allocation (SA), and then switch
traversal (ST), before moving on to link traversal. Here, we
combine RC and VC into a single stage, giving us a four-stage
router pipeline. Prior elastic buffer designs have eliminated
the VC stage, thereby simplifying the channel buffer design
and reducing the router pipeline. However, we retain the VC
stage, as we have two channel buffer links to choose from.
Moreover, this provides the opportunity to provide different
classes of service for different packets. Once the flit is in the
ST stage, we transmit the VC allocation information (0 or 1 as
there are two VCs) along with the flit to the switching control
to set the DEMUX to the appropriate channel buffer link. The
4S buffer organization reduces the HoL blocking, providing
differentiated classes of service while also ensuring sufficient
buffering to improve the throughput.

B. Two-Stage Per VC Channel Organization

Fig. 2(b) shows the two stages per VC (2S) organization.
This organization increases throughput over the 4S organiza-
tion by using four VCs each with two channel buffer stages.
By giving each input port an additional VC, packets are
given more paths to further alleviate HoL blocking and reduce
congestion at the same input port. Each VC has a separate
control block for a total of four CBs. The switching control
at the upstream router allocates packets to a VC based on the
congestion information from the control blocks. We use two
sets of 2-to-1 DEMUXes to reduce the area overhead due to
aligning the channel buffers as shown. The 2-b VC information
is sent with the flits and is used to select the correct DEMUX
output line. The objective of this organization is to relieve
congestion while saving power and minimizing the increase
in area overhead.

C. One-Stage Per VC Channel Organization

Fig. 2(c) shows the 1S organization. This organization has
one repeater stage dedicated for each VC and three repeater

(a)

(b)

(c)

Fig. 2. (a) Four-stage (4S) channel buffer organization. (b) Two-stage (2S)
channel buffer organization. (c) One-stage (1S) channel buffer organization.

stages shared between all VCs. The additional VC at the
input port reduces congestion; however, the shared stages do
not alleviate HoL blocking as much as 2S. The four control
blocks, CB0 to CB3, are needed for the four VCs as before. An
additional control block, CB4, is fed congestion information
from the other four. CB4 releases the flit in the shared stages
only if CB0 to CB3 release the congestion signal. This design
provides a tradeoff between performance and area overhead
due to the stacking of the channel buffer at the end of the link.

V. CROSSBAR ORGANIZATIONS

The dual inputs from the buffer should be utilized to further
increase the throughput of the network. To that end, we
propose three crossbar organizations with different routing and
allocation mechanisms: the dual-input 1XB, the 2XB, and the
4XB.

A. Dual-Input 1XB

Fig. 3(a) shows the 1XB crossbar (1-b). The 1XB crossbar
allows twice as many inputs as outputs. The input lines of a
conventional matrix crossbar are modified to allow electrical
signals to travel in two directions. Transmission gates are
placed on the input lines as shown in Fig. 3(b). Two three-state
repeaters facing opposite directions comprise one transmission
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(a) (c)

(b)

Fig. 3. (a) Dual-input single matrix crossbar (1XB) organization. (b) Example
communication from dual inputs. (c) Flip logic.

gate. The control lines of the three-state repeaters, therefore,
allow or block an electrical signal from crossing from one side
to the other. For example, if a high voltage signal is placed
on the transmission gate, there is a conduction path from one
side to another. On the other hand, if a low voltage signal
is placed on the transmission gate, the electrical current is
blocked by creating a segmentation of the crossbar input. For
example, Fig. 3(b) shows multiple flits traversing the crossbar
at the same time. A flit is allowed to traverse from I0 to O2
by turning on the three transmission gates on that path. At the
same time, a flit can traverse from I

′
0 to O2 by turning on the

two transmission gates along that path. The transmission gate
between O2 and O3 is deactivated so that the two flits do not
interfere.

Since each input port has the potential for two different
packets traversing across a crossbar, the standard switch allo-
cation found in most routers must be augmented. In a separable
output-first switch allocator, flits will proceed through two
stages of arbitration [22]. During the first stage, the output
ports are arbitrated. All the output ports requested from each
pair of input ports (e.g., I0 and I

′
0) are sent to separate arbiters.

Each arbiter independently selects which input port is granted
the right to traverse across the crossbar to one of the five
output ports. In the second stage, the pair of input ports (e.g.,
I0 and I

′
0) compete to see who will traverse the crossbar. Next,

a third arbiter is used to select an additional packet for a
different output port if the given input port was granted to
two or more output ports. This arbiter allows multiple packets
from the same pair of input ports to traverse to different output
ports, as in the example in Fig. 3(b).

Since the arbiters can select a combination of output ports,
this may cause a conflict. For example, if one arbiter selects
O3 for I0 and the other arbiter selects O3 for I

′
0, then there will

be a conflict. To compensate for these situations, we add extra
logic after the switch allocation to detect whether a conflict
arises. If a conflict arises, we switch the two packets so that
the packet originating from I0 is switched to I′0 input and vice
versa, thereby enabling forward progress by both the packets.

(a) (b)

Fig. 4. (a) 2XB organization. (b) 4XB organization.

Fig. 3(c) shows the logic used to evaluate and detect a conflict
between the two inputs from the same port. As can be seen
from the figure, the conflict detection logic is divided into
two different stages. In the first stage, a conflict is detected
by comparing the requested outputs of the two input ports
(I0 and I′0). After the detection logic, the signal will be an input
for four multiplexors which will select the corrected conflict-
free combination. The 1XB design has more overhead: power
as well as latency for additional logic. However, 1XB design
with dual input can provide consistently better performance,
and different routing algorithms can be easily implemented
because of full connectivity.

B. 2XB Organization

The 2XB, shown in Fig. 4(a), splits the monolithic cross-
bar into two, each with a smaller number of output ports.
This proposed 2XB has been well researched in several
architectures [14], [23]–[25]. The dual 2 × 2 crossbar used
in RoCo is aligned along the x and y dimensions, thereby
reducing the area and power consumption. Another high-radix
router [23] has similar functionality with the dual-input port
feeding into two separate crossbars. The 2XB organization
shown here is slightly different from the previous work, as we
have a single register connected to the crossbars. This makes
the VC allocation more restrictive with the direction in which
we expect the packet to turn. For example, with dimension
order routing (DOR), a flit being routed in the x dimension
will always be allocated to the upper VC until a turn is needed.
During and after the turn, the flit will be allocated to the lower
VC so that it can traverse the crossbar with the y outputs.
The 2XB organization reduces the power consumption and
area overhead while delivering performance proportional to
the dual-input crossbar. Because of the single register storage,
this design limits the VC allocation during turns.

C. Multicrossbar Organization

Fig. 4(b) shows the multicrossbar organization which splits
the crossbar into four smaller crossbars to reduce area and
power consumption. The division of the four crossbars are
along the four quadrants: (+x , +y) [North–East], (−x , −y)
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(a) (c)(b)

Fig. 5. (a) Mesh. (b) CMesh. (c) FBFly topologies.

[South–West], (−x , +y) [North–West], and (+x , −y) [South–
East]. The four quadrants represent the four directions with
dedicated channels such that adaptive packet flow can be
implemented. Communication along the quadrant chooses the
crossbar designed for the direction. Suppose the packet arrives
from the +x direction into I0. This packet can be routed
to either O0 (+x direction) or O2 (+y direction) using the
North–East crossbar. Similarly, if the packet arrives from
the +x direction from I

′
0 into the South–East crossbar, then

the possible outgoing directions will be O0 and O3. Therefore,
by limiting the crossbar connections and combining select
crossbar outputs, we provide more opportunities for the output
ports to be occupied than a conventional crossbar. The VC
allocation is more flexible than the previous approach. The
VC allocation is based on how many hops away the packet
is from the destination. If the packet is more than one hop
away from the destination in either dimension, then the packet
can be allocated to either VC. If the packet is exactly one
hop away from the destination in a particular dimension,
then the lower VC should always be allocated. With this
simple restriction, we can use both the VCs and connect
using different crossbars to get to the same direction. The
availability of VC guarantees that the load will be lower
in the specified direction. This also allows the packet to be
adaptively routed along the minimal dimension. Deadlocks
are naturally avoided, as there are always two VCs avail-
able. Furthermore, as the packets traverse specific quadrants
(+x , +y), (−x , −y), (−x , +y), and (+x , −y) to reach
the destination, there are no circular dependencies that could
potentially lead to deadlocks. XY DOR is used to restrict the
turns a packet can make by first routing in the x-dimension,
then the y-dimension. Much research, orthogonal to that in
this paper, has studied protocol deadlocks avoidance by using
escape VCs or routing/VC allocation restrictions [26]. For this
paper, we simply assume protocol deadlock is avoided by
splitting into two sets of VCs: one set is allocated for requests
and the other for responses. Therefore, the multicrossbar
configuration provides the best of the three worlds: lower area
due to split crossbars, lower power dissipation due to shorter
path lengths, and higher throughput due to selective merging
of different output ports.

VI. TOPOLOGY

Some leading topologies for NoCs include mesh, concen-
trated mesh (CMesh), and FBfly. These topologies are shown
in Fig. 5. The mesh network topology has a router at each
processing core. The routers are connected in a grid fashion
in which each router is connected to four neighboring routers.
Each router, except those around the edges of the grid, has
one input and output port for the cores as well as four
input and output ports for the four directions +x,−x,+y,
and −y. The mesh topology allows for quick communication
between neighboring cores, but there is a high hop count which
increases the network diameter [27]. The CMesh topology has
four cores concentrated to one router. The routers are also
connected in a grid fashion, but there are extra links around
the edges which skip over one router. The CMesh routers have
four ports for the four cores as well as four ports for the four
cardinal directions. CMesh offers a lower hop count, allowing
lower packet latency. However, the multiple cores connected
to the same router may cause contention as packets enter and
leave the same input and output ports. The FBfly topology
also uses a concentration of four cores, although routers in the
same x and y dimension are fully connected. Concentration
is a technique in which multiple cores are connected to the
same router to reduce router and buffer overhead [12]. This
further reduces the hop count of the network. However, the
router area does not scale well since there are four ports for
the cores and ports for each of the other routers in the x and
y dimensions. In addition to this high-radix router, the cost in
wires increases area and power dissipation.

We propose a CTorus topology using the 4S buffer and
4XB organizations. Torus topology balances the traffic load
better than a mesh because of wrap-around links, allowing
packets to travel in both directions and, thereby, reducing the
traffic contention at the center of the network. Concentration
of the cores provides the added advantage of reduced hop
count, thereby leading to savings in power and area overhead.
Moreover, due to the reduced crossbar complexity (4XB con-
figuration), we can further reduce the router complexity when
compared to FBfly topology. As explained in the next section,
we use the combination of 4S+4XB, as this is the most

Authorized licensed use limited to: The George Washington University. Downloaded on October 24,2022 at 14:11:10 UTC from IEEE Xplore.  Restrictions apply. 



DITOMASO et al.: EXTENDING THE ENERGY EFFICIENCY AND PERFORMANCE OF NoCs 2147

Fig. 6. CTorus topology and router design using the 4XB crossbar
organization.

area- and power-efficient combination. The CTorus topology
is shown in Fig. 6 and uses a concentration of four cores.
The arrows around the edges of the topology are links which
wrap around the opposite edge and are shown like this for
simplicity. We have found that the longest distance we can
transmit a flit within our 2-GHz clock frequency is 5 mm.
Therefore, we assume that a flit takes three cycles to propagate
along the long 15-mm wrap-around links by splitting the link
into three sections of 5 mm. The EDA flow of this design
can be challenging, but similar links are used in the FBfly
architecture [13]. Each router has four inputs and outputs
for each of the four directions: +x,−x,+y, and −y. Since
the 4S buffer organization is used, each router has two links
for each direction. To accommodate for the concentration of
four cores, the 4XB crossbar organization changes slightly.
Instead of two 3 × 2 and two 2 × 3 crossbars, we now need
four 3 × 3 crossbars so that each core can go to a crossbar.
Additionally, instead of 2 to 1 multiplexers and demultiplexers
at the cores, we must use two 4 × 4 crossbars at the cores, as
shown in Fig. 6. The figure also shows the logical connection
between the cores. Each core in the concentration is given one
of four quadrants: (+x,+y) [North–East], (−x,−y) [South–
West], (−x,+y) [North–West], and (+x,−y) [South–East].
Each quadrant has a dedicated channel between each router.
Fig. 7 shows the average hop count for a packet to reach its
destination. Mesh has the highest average hop count for all
traffic traces, due to the network diameter of 14. CMesh and
CTorus have similar average hop counts, with CTorus slightly
lower overall due to the long wrap-around links. The high-
radix routers of FBfly cause this topology to have the lowest
hop count. Note that, for neighbor traffic, the hop count is 0
for concentrated networks because all communication happens
between the concentrated cores. The low average hop count
of CTorus along with the implementation of the 4S and 4XB
organization will cause CTorus to have high performance and
low power with minimal area overhead. CTorus represents
a dual network in that it has two redundant links between
routers. Dual networks are created by duplicating the NoC
routers and links so that packets have more resources. For

Fig. 7. Average hop count per packet for different synthetic traffic loads.

this reason, we compare CTorus to mesh2X, CMesh2X, and
FBfly2X, which duplicate routers and links. CTorus represents
a dual network, but without the need to duplicate routers. The
inset of Fig. 6 shows how the cores, caches, and memory
controllers (MCs) are connected. Each core has a private L1
and private L2 cache. Each L2 cache is connected to the
switch. From the switch, communication can go to the MCs,
which are located around the edges of the chip, or to other
core routers.

VII. PERFORMANCE EVALUATION

In this section, we evaluate our proposed channel buffer and
router crossbar organizations in terms of power dissipation,
area overhead, and overall network performance, and compare
them with a baseline VC router. We consider each router
with a four-stage router pipeline (baseline and all proposed
approaches) as discussed before. Each router has P = 5 input
ports (four for each cardinal direction: North, South, East, and
West, and one for the PE). For a fair comparison, we consider
two baseline designs with two VCs and four VCs per input
port with each VC having four flit buffers in the router for
a total of 40 and 80 flit buffers, respectively. For synthetic
traffic, each packet consists of four flits where each flit is
128 b for a total of 512 b per packet. In synthetic traffic,
messages are passed from point to point. For real applications,
a mixture of short and long packets were used. A one-flit
request packet was sent from the source to a destination core
based on the traffic traces and a four-flit response packet
was sent back. In real application traffic, cache coherent
messages are directed by the application, and the hardware
simply ensures that the messages travel from the source to the
destination. We implement a sequential memory consistency
model where flits are ordered based on application demand.
Sequential consistency is maintained at the processor/memory
level and is outside the scope of this paper. Every combina-
tion of channel buffer and crossbar organization as well as
the links and routers were synthesized and optimized using
the Synopsys design compiler tool using the TSMC-LPBWP
65-nm technology library with a nominal supply voltage
of 1.0 V and an operating frequency of 2 GHz. We also
evaluate our CTorus topology using channel buffers and the
4XB crossbar and compare it with mesh2X, CMesh2X, and
FBfly2X. For equal comparison, the bisectional bandwidth was
maintained equal for all designs by adjusting the link width
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TABLE II

BISECTIONAL BANDWIDTH OF EACH ARCHITECTURE SIMULATED IN THE

RESULTS

Architecture Number of Link Width Bisectional
Unidirectional Links (bits) Bandwidth (bits)

Mesh2X 32 128 4096

CMesh2X 32 128 4096

FBfly2X 64 64 4096

CTorus 32 128 4096

in bits. Table II shows the bisectional bandwidth and the link
widths of each architecture. Since FBfly2X has twice as many
links, the width of each link is halved. This is simulated by
adding cycle delays in FBfly2X links. Moreover, router to
router distance was assumed to be 5 mm. Additional cycle
delays were added to account for links of 10 and 15 mm in
length. Addresses are mapped to cores in a Cartesian grid
with the origin starting in the lower left corner. DOR is used
in which packets are first sent in the x direction then in the y
direction. This type of routing avoids deadlocks, as it restricts
the types of turns that packets can make. For all networks,
there are 64 cores with private L1 instruction and data caches.
There are 16 memory controllers, each attached to the core
router.

A. Power, Timing, and Area Estimation

The power per segment of the repeater-inserted link is
given by Psegment = Pdynamic + Pleakage + Pshort−ckt, where
Pdynamic is the switching power, Pleakage is the power due to
the subthreshold leakage current, and Pshort−ckt is the power
due to the short-circuit current. The power per segment is
multiplied by the number of segments and the link width to
obtain the total link power dissipation for a flit traversal. When
a conventional repeater is replaced by a three-state repeater,
there is an additional capacitance due to the added transistors,
as shown in Fig. 1. The increase in the switching capacitance
increases the total power consumed by the links. Power is also
dissipated in the control blocks controlling the dual-function
repeater stages, when they are enabled during congestion. In
calculating the power values, the inter-router links are assumed
to be 5 mm long. The buffer organizations considered are
4S, 2S, and 1S; the crossbar organizations considered are
1XB, 2XB, and 4XB. Therefore, this provides us with nine
different architectures with different naming conventions (e.g.,
4S-2XB implies four-stage channel buffers with 2XB), which
are compared to the baseline, which is the two VC router. This
keeps the number of buffers the same across different designs.
Table III shows the power and area overhead of each router
design in 65 nm-technology.

1) Power: As Fig. 8 shows, the majority of the power
consumption is in the links. This power is equal in all designs
because of the fixed wire length of 5 mm. The baseline
input buffers were implemented with 128-b FIFO registers that
were found to have a power of 2.78 mW using Synopsys.
Overall, the channel buffers consumed approximately 24%
less power because of the low power three-state repeaters
which were found to have a power of 0.1325 mW each. This

TABLE III

POWER AND AREA ESTIMATION USING SYNOPSYS DESIGN COMPILER

FOR 65-nm TECHNOLOGY NODE AT 1.0 V AND 2-GHZ CLOCK

Design Power (mW) % Area (mm2) %

Buf + xbar Diff Buf + xbar Diff

Baseline 91.30 + 13.56 – 0.248 + 0.0356 –

4S-1XB 66.60 + 16.10 −21 0.272 + 0.0471 +12

4S-2XB 66.60 + 8.19 −29 0.272 + 0.0246 +4

4S-4XB 66.60 + 5.95 −31 0.272 + 0.0237 +4

2S-1XB 66.40 + 16.10 −21 0.274 + 0.0471 +13

2S-2XB 66.40 + 8.19 −29 0.274 + 0.0246 +5

2S-4XB 66.40 + 5.95 −31 0.274 + 0.0237 +5

1S-1XB 66.56 + 16.10 −21 0.274 + 0.0471 +13

1S-2XB 66.56 + 8.19 −29 0.274 + 0.0246 +5

1S-4XB 66.56 + 5.95 −31 0.274 + 0.0237 +5

Fig. 8. Dynamic power breakdown for different design choices.

difference in power, shown as registers (reg) in Fig. 5, is
the cause of the large power savings of the channel buffer
designs. The 4S design with the 4XB crossbar showed the
best reduction at 28.2% compared to the baseline, whereas 1S
with the 1XB crossbar had the least power reduction at 18.9%.
The small difference in power between the different channel
buffer designs is due to the different number of multiplexers
and demultiplexers used. For the crossbars, the power values
calculated by Synopsys were lower for the 4XB crossbar
because the total distance for a flit to travel is smaller in
the 4XB compared to the larger 2XB and 1XB crossbars.
In smaller crossbars, the number of wire taps is less, so the
input and output lines are shorter compared to large crossbars.
Therefore, the distance the flit travels from input to output is
less. The large savings in power allowed the channel buffers
to have more flexibility with the crossbars while maintaining
a significantly lower overall power compared to the baseline.

The network energy can be described as Enet = Ech + Er ,
where Enet is the network energy, Ech is the channel energy,
and Er is the router energy. Er consists of the energy dissipa-
tion for each of the routing stages: buffer write, VC allocation,
SA allocation, RC computation, and switch traversal, i.e.,
Er = Ebw + EVC + ESA + ERC + EST. As shown in [12], Ech
can be further described as Ech = wM(Esq + N Ew), where
w is the channel width in bits, M is the sequencing elements,
N is repeaters per segment, Esq is the energy dissipation in
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(a) (c)(b)

Fig. 9. Energy per packet for different traffic loads. (a) Complement. (b) Butterfly. (c) Uniform random.

the sequencing element, and Ew is the energy dissipation
of the wire. Likewise, from [12], the width of a channel
can be described as Wch = w × pM × sw, where w is
the width of the channel, pM is the metal pitch, and sw is
the average wire spacing. The width (WR) and height (HR)
of a 5 × 5 router can be calculated from the size of the
input module (IM), output module (OM), and spacing (x) by
WR = Wch + 5HIM + 2HOM + Wx and HR = 3HOM + Hx .

For topology, Fig. 9 shows the energy per packet for a
certain traffic pattern for the CTorus, mesh2X, CMesh2X, and
FBfly2X topologies. For a fair comparison, all architectures
use channel buffers. The 4XB crossbar is implemented only
in the CTorus design because it cannot be implemented in
high-radix routers such as FBfly2X. The energy is broken
down to link, crossbar, and buffer energy dissipation. The three
traffic patterns shown are complement, butterfly, and uniform
random. For each load, the link energy per packet is similar
across all topologies. This is because the distance a packet
must travel from the source to the destination is independent
of the topology. The slight differences are due to concentration
and the total number of packets sent. Each link consumes 6.65
pJ/mm for a 128-b link in 65-nm technology. In each traffic
pattern, CTorus has lower total energy dissipation per packet.
This savings is due to the smaller crossbars used and
long wrap-around links which skip over intermediate routers.
As the crossbar size increases, the number of wire taps as well
as the distance the packet must travel increases for both the
input and output lines. Therefore, using two smaller crossbars
can be more energy efficient than one large crossbar. For
example, CTorus uses one 3×3 crossbar at intermediate routers
and one 3 × 3 crossbar plus one 4 × 4 crossbar when the
packet is at the source and destination. This corresponds to a
crossbar power of 7.0 pJ per packet at intermediate routers and
17.4 pJ at the source and destination. The energy dissipation
for an equivalent 8 × 8 crossbar is 28.44 pJ. Therefore, a
four-hop packet in CTorus saves 86.3 pJ in crossbar traversals
compared to the 8 × 8 crossbar in CMesh2X. Additionally,
channel buffers contribute to the energy savings. The energy
of four 128-b tri-state buffers used as channel buffers is
0.265 mW. The buffer energy is significantly lower than the
crossbar and link in all topologies due to the low energy
channel buffers implemented in each design. CTorus saves
energy in traffic patterns with long-distance communication
such as complement traffic because the long wired link allows

packets to skip over immediate routers. While the FBfly2X
topology also has long links, it also has a large high-energy
10×10 crossbar. Overall, the torus also saves energy for short
and medium distance communication as seen in the butterfly
and uniform traffic patterns because there are savings at each
router.

2) Timing: The latency for the baseline, 4S, 2S, and 1S
designs was found to be 0.47, 0.37, 0.44, and 0.46 ns,
respectively. These latencies, which were due to the buffering,
were all within our specified clock period of 0.50 ns. The small
differences in the critical paths of the channel buffer designs
were due to the different number of repeaters, demultipexers,
and multiplexers that a flit had to travel through in each design.
The latency of four three-stage repeaters was found to be
0.20 ns and the latency of the demultipexer and multiplexers
was found to be 0.08 ns each. Additionally, the latency for the
baseline, 2XB, and 4XB crossbars alone were 0.35, 0.39, and
0.39 ns, respectively. These were due to the critical path of
the logic in the VA stage. The latency for the 1XB crossbar
was largest at 0.47 ns due to the extra logic needed to switch
the VC input flits. This accounts for switching on all the
transmission gates that are needed to connect the input and
the corresponding output ports.

3) Area: Area overhead of the baseline VC2 router obtained
from Synopsys is 0.283 mm2, which includes the buffer and
crossbar. All proposed designs occupy slightly more area
compared to the baseline due to the increase in link width
as shown in Table III. The total area for each channel buffer
design is due to the wires, registers, and control blocks because
the repeaters and wires use different metal layers [28]–[31].
For area optimization of the channel buffers, the link will not
be split into separate channels or inputs until the end of the
link. This optimization causes the wire to remain a single
128-b wire for most of the link. However, an increase in the
number of repeaters on the link will occur. This will slightly
add to the overall power, but allows a significant reduction
in area. The 4S was assumed to be a single 128-b wire for
0.5 mm, and then split into two parallel channels for the
remaining 0.5 mm, causing the total wire length be 1.5 mm.
Similarly, the 2S and scM were assumed to be single 128-b
wire for the first 0.875 mm. The lengths were determined in
order to offer the best area optimization while also limiting the
additional power added by the repeaters. In the 4S buffer, the
two registers and control blocks on the two channels reduced

Authorized licensed use limited to: The George Washington University. Downloaded on October 24,2022 at 14:11:10 UTC from IEEE Xplore.  Restrictions apply. 



2150 IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS, VOL. 21, NO. 11, NOVEMBER 2013

Fig. 10. Router and link area overhead of each topology.

the area overhead. The combination of this channel buffer
and the 4XB crossbar had the least area overhead of only
0.295 mm2. The smaller 2 ×3 and 3×2 crossbars in the 4XB
crossbar result in a lower area for all channel buffer designs.
The multiple inputs in the 2S along with the size of the 1XB
crossbar resulted in an area of 0.322 mm2, which was the
largest. The area overhead of the 2S and scM designs are the
same because the total wire lengths are the same.

For topology, Fig. 10 shows the router and link area
overhead of each topology. The torus saves approximately
47% area over CMesh2X, 48% area over mesh2X, and 64%
area over FBfly2X. The 8 ×8 crossbar used in CMesh2X was
estimated from Synopsys to have an area of 0.590 mm2. Since
CMesh2X is a dual network, the network requires two 8 × 8
crossbar. Using four 3 × 3 crossbars and two 4 × 4 crossbars
in CTorus reduces the crossbar area overhead by 83%. This
large savings is due to the dual links in the 4S channel buffer
design and the 4XB crossbar, which creates a dual network
without the overhead of doubling router and link components.
With equal bisectional bandwidth, each topology has similar
link area overheads. Each 128-b link occupies 0.0256 mm2

for every 1 mm length, estimated from Synopsys. The dual
high-radix router as well as the many wired links in the
FBfly2X topology cause the total network area to occupy over
40 mm2 of the 400 mm2 chip. While the mesh2X topology
has lower radix routers, the area is still almost 30 mm2

since a router is needed at every core, which increases the
total number of routers compared to concentrated networks.
CMesh2X occupies approximately 29 mm2; however, the area
is still over 2× higher because of the large crossbar needed
in the duplicate routers.

B. Simulation Methodology

A cycle-accurate on-chip network simulator was used to
conduct a detailed evaluation of the proposed channel buffer
and router crossbar designs in a 8 × 8 mesh network. We
consider five designs out of nine, as they represent the best
design choices: 4S-2XB, 4S-4XB, 2S-4XB, 4S-1XB, and
1S-4XB. The proposed designs were compared to a 2 VC and
4 VC router buffer with a standard 5 × 5 crossbar. For open-
loop measurement, the packet injection rate was varied from
0.1 to 0.9 of the network capacity, and packets were injected
according to the Bernoulli process based on the given network
load. The simulator was warmed up under load without taking
measurements until steady state was reached. Then a sample
of injected packets was labeled during a measurement interval.

TABLE IV

CORE AND CACHE PARAMETERS USED FOR PARSEC AND SPEC2006

APPLICATION SUITE SIMULATION

Parameter Value

L1/L2 coherence MOESI

L2 cache size/accoc 4 MB/16-way

L2 cache line size 64

L2 access latency (cycles) 4

L1 cache/associativity 64 KB/4-way

L1 cache line size 64

L1 access latency (cycles) 2

Core frequency (GHz) 3

Threads (core) 2

Issue policy In-order

Memory size (GB) 4

Memory controllers 16

Memory latency (cycle) 160

Directory latency (cycle) 80

The simulation was run for 10 000 cycles for each network.
All designs were tested with different synthetic traffic traces
such as: 1) uniform random, where each node randomly selects
its destinations with equal probability, and 2) permutation
patterns, where each node selects a fixed destination based
on the permutations. For permutation traffic, we evaluated
the performance on bit-reversal, butterfly, matrix transpose,
complement, and perfect shuffle. Evaluating synthetic traffic
gives us a peek into the behavior of the network when
encountering real benchmarks, as a mix of synthetic traffic
will comprise a real benchmark.

For closed-loop measurement, we collected traces from real
applications using the full execution-driven simulator SIM-
ICS from WindRiver [32], with the memory package GEMS
enabled [33]. We evaluated the performance on PARSEC
[18] and SPEC CPU2006 [19] workloads. Table IV shows
the core and cache parameters used for PARSEC and SPEC
CPU2006 workloads. We assume a 2-cycle latency to access
the L1 cache, a 4-cycle latency to access the L2 cache, and a
160-cycle latency to access the main memory. In addition,
there are 16 memory controllers used to access the main
memory and each processor can issue two threads. These
parameters can be varied. However since the same para-
meters are used for each network, any variation will cause
the results to change equally, yielding the same relative
results. We consider seven PARSEC applications with medium
inputs (blackscholes, facesim, ferret, fluidanimate, freqmin,
streamcluster, ferret, and swaptions) and three workloads from
SPEC2006 (bzip, gcc base, and hmmer).

C. Simulation Results and Discussion

1) Buffer and Crossbar Organization (Synthetic and Real
Traffic Results): Fig. 11(a) shows the throughput plot for UR
traffic. From the figure, 2S-4XB (two-stage channel buffer
with 4XB) is the best performing network with a saturation
throughput of about 0.37 or a 15% improvement over the
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(a) (b)

Fig. 11. Throughput and latency for different designs for uniform traffic.

baseline VC2. This results from the dual input of 2S where
multiple flits from the same input port can traverse to separate
output ports. In addition, there are four potential flits that
are available to traverse the crossbar instead of only two flits
found in the VC2 design. Also, 2S slightly outperforms the
baseline VC4 design, where VC4 has two times more buffer
space. The increase in performance is due to the dual-input
nature of 2S, as both networks have the same number of
flits available (four flits) to traverse the crossbar. 1S, 1XB,
and 4S network designs have a saturation throughput of about
0.35 and have a performance improvement of about 10% over
VC2 due to the dual inputs found in each router design.
Lastly, 2XB has the least increase in performance over VC2
with a 6% improvement in performance. This reduction in
overall performance over the other designs is due to the
restricted dual-input crossbar found in 2XB. In 2XB, two
flits can traverse the crossbars from the same input if the
two flits are required to traverse to two different crossbars.
Fig. 11(b) shows the latency plot for UR traffic. From the
figure, 2S has the lowest zero load latency of about 34
clock cycles, followed by ScM with a latency of 39 clock
cycles.

Fig. 12 shows the execution time speedup when nor-
malized to VC2 configuration for PARSEC and SPEC
CPU2006, respectively. From Fig. 12, the majority of PARSEC
benchmarks (blackscholes, facesim, fluidanimate, ferret, and
swaptions) show performance improvement of 10%–12%
speedup when compared to VC2 baseline. It should be noted
that the performance jump obtained from the real benchmarks
is equal to, and in some cases even more than, a VC4
configuration. This clearly shows that with half the number
of buffers (and VCs) and smaller crossbars, we can obtain the
performance equivalent to what can be obtained with twice
the number of buffers. For SPEC CPU2006 benchmarks, the
performance jump from most of the combinations is above
10% and outperforms the baseline VC2. Clearly, the combined
effects of channel buffer organizations and crossbar designs
improve the performance for both synthetic as well as real
applications.

Fig. 12. PARSEC and SPEC2006 speedup when normalized to the execution
of VC2 router design.

2) CTorus Results: Fig. 13(a) shows the saturation through-
put on the synthetic traffic patterns uniform random,
nonuniform random, bit reversal, butterfly, complement, matrix
transpose, perfect shuffle, neighbor, and tornado on concen-
trated Torus (CTorus) architecture with 4S-4XB organization
(dual-channel and 4XB) as shown in Fig. 6. CTorus has a sat-
uration throughput approximately 1.5× higher than CMesh2X
and FBfly2X for the complement traffic pattern. The dual links
in the torus and long wrap-around links reduce contention for
packets traveling all the way across the chip as in complement
traffic. In traffic such as butterfly, where traffic travels halfway
across the chip, the 10-mm links in CMesh2X and FBfly2X
allow for a similar saturation throughput compared to CTorus.
In bit reversal, the bits in the address of the core are switched
and many cores will communicate with themselves because
of symmetric bit addresses. This type of communication does
not use the network as much, which results in CMesh2X and
CTorus having a similar saturation throughput. However, the
communication that does use the network can take advantage
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(a) (b)

Fig. 13. (a) Saturation throughput of 64 cores for synthetic traffic patterns. (b) Speedup of 64 core topologies for SPEC2006 and PARSEC benchmarks.

Fig. 14. Relative EDP of 64 core topologies for all synthetic traffic.

of the long links in CTorus. These links in CTorus improve
the saturation throughput by an average of approximately 20%
over CMesh2X, 21% over FBfly2X, and 11% over mesh2X.
Other traffic patterns with a mix of short-, medium-, and
long-range communication have comparable results between
CTorus, CMesh2X, and FBfly2X, with CTorus having a slight
advantage in certain traffic patterns such as nonuniform ran-
dom and tornado.

Different topologies were evaluated on the PARSEC and
SPEC CPU2006 benchmarks. Fig. 13(b) shows the speedup
of the total number of clock cycles compared to mesh2X.
For PARSEC benchmarks, the CTorus improvement over
mesh2X ranges from 1.78 for ferret to 2.15 for fluidanimate
benchmarks. For SPEC CPU2006, the communication pattern
of gcc base gives an improvement of 1.86, whereas the
communication in hmmer allows for a speedup of 2.08 over
mesh2X. This improvement over mesh2X is due to the 14
hop diameter of mesh2X compared to 4 hops for CMesh2X
and CTorus and 2 hops for FBfly2X. The low hop count

of FBfly2X decreases latency, which allows this topology to
perform the best for all benchmarks. CMesh2X and CTorus
have the same network diameter; however, the long wrap-
around links of CTorus allows packets to have a lower average
hop count for most traffic traces. Therefore, skipping over
more immediate routers in CTorus lowers the average packet
latency. The dual network in each concentrated topology
lowers the contention for most applications, which is why each
concentrated topology saturates at similar loads.

Fig. 14 shows the average EDP per packet. The EDP allows
us to analyze how both the latency and power affect each
network. Since each topology uses the same number of bits
and clock frequency, the power and energy are directly related
for each topology. The results shown are normalized to the
mesh2X topology. Mesh2X has a high EDP for some cases, but
not all, with an average EDP 30% higher than CTorus and an
average EDP 18% lower than FBfly2X. This is due to the large
network diameter causing high latency and to the high power
of mesh2X. On the other hand, FBfly2X has lower latency
due to the small network diameter, but the large crossbar
power increases the EDP in traffic patterns such as butterfly
(66% over mesh2X) and matrix transpose (29% over mesh2X).
CMesh2X shows a slightly smaller EDP than FBfly2X for
most traffic patterns. This is due to the balance of CMesh2X
in terms of power and latency. The CMesh2X topology has
a smaller network diameter than Mesh2X, which decreases
the latency, and a smaller router than FBfly2X, decreasing
the power. Additionally, the longer links around the edges
of CMesh2X allow this topology unique benefits for certain
cases. CTorus has the same network diameter as CMesh2X, but
the low power from the crossbar design allows CTorus to have
a lower EDP, for many cases with an average of 29% less than
CMesh2X. The average lower EDP is due to the low-power
4XB crossbar and 4S channel buffers, which alleviate HoL
blocking and decrease packet latency. Traffic patterns such
as complement, where cores communicate with their bitwise
complement, will allow packets to use the long wrap-around
links to move quickly with low power. For complement,
CTorus has an EDP 38% less than CMesh2X.
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VIII. CONCLUSION

In this paper, we evaluated different organizations of chan-
nel buffers and crossbars with the objectives of reducing
HoL blocking, reducing power dissipation, and simultaneously
improving performance at the cost of slight area increase. Our
best designs showed power savings of 31% while improv-
ing performance from 10%–20% at the cost of 4%–13%
area overhead for synthetic as well as real benchmarks
(PARSEC and SPEC CPU2006). The 4S design combined
with 4XB organization showed that we can achieve high
throughput and minimize power while expending some area.
The 1XB design consumed more area and power while
yielding better performance across all traffic patterns. Our
dual-link designs reduced the HoL blocking of traditional
channel buffers and increased throughput with restrictive
VC allocation with 4XB. Our results concluded that it is
possible to improve performance of channel buffers with
some area overhead while saving substantial power when
compared to the VC router based NoC architectures. In
addition, we compared leading topologies such as mesh2X,
CMesh2X, and FBfly2X to a CTorus topology which utilizes
the proposed channel buffers and crossbar organizations. Our
design indicated that the proposed channel buffer and crossbar
organizations in the CTorus topology improve the EDP by
29%–37% over CMesh2X and FBfly2X topologies.
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