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Abstract

Dynamic bandwidth re-allocation (DBR) technique balances traffic by re-allocating bandwidth from under utilized links to over utilized links. This results in significant improvement in overall throughput and latency. In previous study, passive optical devices, namely arrayed waveguide gratings (AWGs) and couplers were used to implement DBR [2]. Although the performance was significantly improved, the design was cost prohibitive since it required $n^2$ number of lasers per board (where $n$ is the number of transmitters per board). In this paper we propose the implementation of DBR using silicon on insulator (SOI) based microring resonators. We call this technique row-column switch implementation. The proposed active implementation reduces the number of required lasers by a factor of $n$ without any degradation in performance. Analytical and simulation studies were conducted to compare the passive implementation of DBR with the proposed active approach. This comparison included area, power consumption, throughput, power loss (dB), power-delay product and area-delay product. Results show that the proposed active switch provides throughput and latency similar to the passive implementation of DBR while dramatically improving cost by a factor of $n$. There is a slight increase in power consumption (0.4% for the worst case traffic) using the active switch implementation.

1. Introduction

A direct consequence of the increasing bandwidth requirements for high performance computing systems (HPCS) is an increase in both size and complexity of the systems, which in turn results in increasing power consumption. The size and complexity of HPCS has reached a stage where power is now one of the defining performance parameters. Achieving the increasing bandwidth demand within the latency-power constraint is now becoming a major challenge in the semiconductor industry. On the other hand, optics has for long been envisioned as an alternate medium of interconnection due to the large bandwidth availability (THz range). This enables optical technology to carry data rates in the range of tera bits per second (Tbps) at low latency and power [1]. Optics also enables exploitation of bandwidth re-allocation due to the ability of a single optical fiber/waveguide to transmit more than one wavelength. In case of hot-spot traffic, or non-uniform traffic, it is observed that while certain links and channels are over utilized others remain idle or under utilized. Application of dynamic bandwidth re-allocation (DBR) techniques allows for a more even distribution of load amongst the different links and channels thereby improving throughput and latency. DBR has previously been implemented in [2] using only passive optical components such as couplers and AWGs. Although it achieved the desired results in throughput and latency, there were two main drawbacks: (1) it was cost prohibitive in terms of the number of lasers required (the implementation scales as $O(n^2)$ where $n$ is the number of transmitters per board), and (2) it made use of AWGs, which are generally bulky and can cause problems with integration.

The active row-column design proposed in this paper enables any-to-any routing (i.e any wavelength can be routed to any destination), while overcoming the above mentioned problems. The number of transmitters required for the active row-column switch scales as $O(n)$ and does not use AWGs. Silicon on insulator (SOI) based ring resonators are used as the basic building blocks. These ring resonators can be used to build $1 \times 2$ wavelength selective optical switches that are fast ($\sim 10$ns), small ($\sim 10\mu m$ diameter), consume very little power ($\sim 19\mu Watt$) [3, 4] and can be fabricated using standard CMOS technology.

Application of microring resonators for integrated photonic networks was first proposed by Marcatili [5] in 1969. Since then, proposed applications of microring resonators include filters [6, 7]; modulators [3, 8, 9]; optical switches
Figure 1. (a) E-RAPID architecture for C=1,B,D. (b) Interconnect design of E-RAPID Ref [2].

[4, 10, 11, 12]; optical crossconnects [13]; and lasers [14]. Despite the extensive research available in literature on ring resonators, it is only recently with advances in SOI technology that their application in photonic integrated circuits (PIC) has become feasible. There are two main advantages of using SOI microring resonators. (1) They can be fabricated using existing CMOS technology, allowing for a low cost solution to dense PIC and (2) High confinement of light allows for micrometer scale devices, which results in low area and power overheads.

2. DBR Implementation

2.1. E-RAPID Architecture

This section gives a brief introduction to E-RAPID [2] architecture and the routing and wavelength assignment (RWA) implemented for inter-board communication. E-RAPID network is defined as a 3-tuple (C, B, D) (Figure 1(a)), where C is the total number of clusters, B is the total number of boards per cluster, and D is the total number of nodes per board. As shown in Figure 1(b), the intraboard interconnect is an electronic bidirectional crossbar switch that routes packets between the nodes and the optical transmitters or receivers via the input and output buffers. The wavelength assigned from source board s to destination board d is given by $\lambda_{x(d-s)}^{(s)}$ if d>s and $\lambda_{x(s-d)}^{(s)}$ if s>d, the superscript indicates the source board and the subscript indicates the wavelength to be transmitted on. However, due to the static scheme, only one wavelength is allocated between any pair of communicating boards irrespective of the number of nodes on the board. This restriction can potentially lead to network congestion for non-uniform traffic patterns. DBR was proposed to overcome this limitation. For a complete description of the DBR algorithm please refer to [2].

2.2. DBR with Passive Components

Figure 2(a) shows how DBR may be implemented using an arrayed waveguide grating (AWG) for a (1,4,4) E-RAPID network [2]. Notice that there are now multiple laser sources per transmitter ($\lambda_1$, $\lambda_2$, $\lambda_3$, and $\lambda_4$). Each output buffer of a given transmitter is associated with 4 output ports (a, b, c and d). The notation $\lambda_{x(y)}^{(s)}$ is used here to indicate wavelength x originating from port y for a given transmitter. As can be seen from the Figure 2(a) any wavelength can be used to transmit to any board. This allows re-allocation of load from an over utilized transmitter to an under utilized or idle transmitter. The downside of this approach is obvious, each transmitter requires lasers that cover the entire range of wavelengths. In other words, a board with n transmitters would require $n^2$ lasers.

2.3. DBR with Active Components

A microring resonator will couple light through it only if it satisfies the relation: $\lambda \times m = n_{eff} \times 2\pi R$, where R is the radius of the microring resonator, $n_{eff}$ is the effective refractive index and m an integer. $\lambda$ is then known as the resonant wavelength. By changing $n_{eff}$, the resonant wavelength of the microring resonator can be changed, enabling it to function as an optical switch [4], [10].
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Figure 2. Implementation of DBR with (a) a passive switch, (b) an active switch.

The proposed switch consists of two dimensional row-column switches as shown in Figure 2(b). In contrast to the passive case, the number of lasers required is now \( n \) for a similar sized network (i.e. one laser per transmitter). The default or static output for transmitter \( k \) remains the same as described by the RWA [2]. In order to route transmitter \( k \) to some other output we make use of the column switches. The row and column switches are themselves 2 \( \times \) 2 switches. The row switch \( k \) has the transmitter (shown by the dotted arrow) and the previous \( k-1 \) column switch as its input. Of the two outputs one is connected to the corresponding column switch (to re-direct the light to some other output), while the other output is the exit point from the switch matrix. The column switch has one of its inputs from the corresponding row switch as explained above and the second input is from the previous \( k-1 \) column switch. The outputs of the column switch are to the \( k+1 \) row (which will result in the signal exiting from the switch matrix at position \( k+1 \)) and the next column switch (to further route the light to some other exit point). Due to the wavelength selective nature of the rings, light at each input can be individually routed to any output (although by default the input to a row switch from a previous column switch will always exit the switch matrix at that position). In general, for an \( n \times n \) switch matrix we need \( n \) row switches and \( n \) column switches.

The detailed implementation of the proposed row-column switch is shown in Figure 3(a). As can be seen, a row switch requires only one ring resonator, which is resonant with the light from the corresponding transmitter (\( I_{R1} \)). Input from the previous column switch (\( I_{R0} \)) exits the matrix by default at (\( O_{R0} \)). The two exit points of the row switch, (\( O_{R0} \)) results in an output to leave the switch matrix, where as (\( O_{R1} \)) sends the signal to the corresponding column switch. Of the two inputs to the column switch \( I_{C1} \) is the same as \( O_{R1} \), while \( I_{C0} \) is the input from the previous column switch. There are \( n \) rings in the column switch which enable any input signal to be routed to any one of the two outputs independent of the other signals. Of the two output signals \( O_{C1} \) connects to \( I_{R0} \) of the next row switch where as \( O_{C0} \) connects to \( I_{C0} \) of the next column switch. By suitably controlling the applied voltages, \( V_{rw} \) (row voltage corresponding to wavelength \( w \)), and \( V_{cw} = V_{c1}, ..., V_{cw} = V_{cN-1} \) (column voltages corresponding to the entire wavelength set, \( \lambda = \lambda_0, \lambda_1, ..., \lambda_{N-1} \)) to either \( V_{ON} \) or \( V_{OFF} \), we can perform any-to-any switching (one-to-one, many-to-one, all-to-one) of all the wavelengths. Figure 3(a) also shows how to control the row and column switches to obtain the desired output. Since \( V_{rw} = V_{ON} \) the wavelength does not exit from \( O_{R0} \) of row switch \( k \), but instead is routed to \( O_{R1} \). Light from \( O_{R1} \) is always directed towards the corresponding column switch, in this case column switch \( k \). In the column switch, if \( V_{cw} = V_{ON} \) (solid line) for a particular wavelength, the light does not couple to the ring resonator. As a result it goes to \( O_{C1} \), which will result in it exiting the switch matrix from output \( k+1 \). On the other hand if \( V_{cw} = V_{OFF} \) (dashed line), the light will go to \( O_{C0} \) and hence will proceed to the next column switch.

Another design consideration would be to use two rings per wavelength instead of one. Although this would increase area and optical power loss it has certain advantages.

1. Both the coupler and the u bend can be removed for
the row switch (as shown in Figure 3(b)). (2) The u bend from the column switch is no longer required. The above two points are possible because the switched light would now be traveling in the same direction as the input light. This offsets to some extent the increase in area due to the second ring. (3) Higher order filters provide better filtering characteristics with decreased adjacent channel cross talk [7]. Also, since only the lower ring requires to be turned on or off, there will be no extra penalty in terms of electrical power consumed if two rings are used instead of one.

2.4. Area and Cost Analysis

The area overhead of the ring resonator is calculated from [9] where, the radius is 5μm, distance between ring and outer doping region is 0.5μm, thickness of outer doping region is 3μm and width of trench (to provide sufficient isolation) is 2μm. This results in an effective radius of 10.5μm for the ring resonator. For the u bend the inner radius was assumed to be 3μm, since bending loss is negligible for any radius greater than 2μm [15]. As the coupler fits into an area of 25μm² [16], for the sake of simplicity dimensions of the coupler were assumed to be 5μm × 5μm. On using two rings per switch instead of one, the width of the two ring system remains 21 μm. To calculate the total length care needs to be taken not to add the trench and outer doping thickness on the side where the two rings are coupled to one another. This gives the total length as 31.5μm. Based upon the above values for an n × n switch matrix, the total area of 1 row switch + 1 column switch was calculated to be (1770 + 630n)μm² when using a single ring and (1471.5 + 693n)μm² when using a double ring. From [17], the area of a 4 × 4 SOI based AWG is 425 × 155 μm². Since there is no data available on higher radix SOI based AWGs, it was assumed that the area occupied by an AWG increases linearly with the radix (this is a reasonable assumption as it results in each dimension increasing by a factor of 1.4). The comparison of the area occupied by each method is shown in Figure 4, from which we can conclude that: (1) the area occupied by a double ring switch is not considerably more than that occupied by a single ring switch and (2) as the number of transmitters increases, the gap between passive and active switch areas decreases. This is primarily because we have assumed that an AWG scales linearly with size, where as the number of rings and hence the area occupied by the rings scales as O(n²). Table 1 shows a cost analysis of building an optical cross connect using passive and active technologies. From the table it is observed that even for a moderate value of n, the cost savings in terms of transmitters is significant. For example, in a 64 node E-RAPID system, while a passive switch would require 64 lasers per board, the active switch requires only 8, thus saving on 56 lasers per board or 448 lasers for the entire system.

3. Performance Evaluation

E-RAPID is evaluated using NETSIM and YACSIM (http://www.ece.rice.edu/prrt.html). Packets were injected according to Bernoulli process based on the network load for a given simulation run. The network load is varied from 0.1 – 0.9 of the network capacity. For the router model designed, the channel width is 16 bits and speed is 400 Mhz, resulting in a unidirectional bandwidth of 6.4 Gbps and per port bidirectional bandwidth of 12.8 Gbps. Routing computation, virtual channel and switch allocation, each takes one router clock cycle. For the optical network, we assume bit rate of 5 Gbps. At 5 Gbps, the total power consumption of an optical link to transmit and receive a 64 byte packet, operating at a supply voltage of 0.9 V, is 43.03 mW [2].

The performance of E-RAPID was compared with active and passive switches for several communication patterns including uniform, butterfly, complement, perfect shuffle and matrix transpose for network size of 64 nodes. The performance of E-RAPID was compared on the basis of throughput, power consumed, power dissipation, area-delay product and power-delay product.

3.1 Throughput and Latency Results

Figure 5(a) and (b) show the effect of bandwidth re-allocation for complement and butterfly traffic patterns. Due to the nature of complement traffic all the nodes on
Table 1. Cost function per board for $n \times n$ E-RAPID System (assuming $C = 1$)SR stands for single ring, DR stands for double ring.

<table>
<thead>
<tr>
<th></th>
<th>Lasers</th>
<th>Couplers</th>
<th>AWG</th>
<th>Optical Sw</th>
<th>Area($\mu m^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active(SR)</td>
<td>$n$</td>
<td>$2n$</td>
<td>0</td>
<td>$n(n+1)$</td>
<td>$(1770 + 630n)$</td>
</tr>
<tr>
<td>Active(DR)</td>
<td>$n$</td>
<td>$n$</td>
<td>0</td>
<td>$2n(n+1)$</td>
<td>$(1471.5 + 693n)$</td>
</tr>
<tr>
<td>Passive</td>
<td>$n^2$</td>
<td>$n(n-1)$</td>
<td>1</td>
<td>0</td>
<td>$\text{Area}_{AWG} + 25n(n-1)$</td>
</tr>
</tbody>
</table>

Figure 4. Area comparison for switch matrix using different design methodologies. SR - single ring, DR- double ring.

3.2. Power Consumption and Optical Power Budget

The total electrical power ($P_T$) consumed is calculated using the following formula, $P_T = \sum_{j=0}^{B} N_{Bj} \times P_{Tx/Rx}$ + $\sum_{j=0}^{n} N_{Bj} \times P_{ring}$, where B is the total number of boards, $N_{Bj}$ is the total number of optical packets transmitted by Board $j$, $P_{Tx/Rx}$ is the electrical power to transmit and receive a single 64 byte optical packet, $N_{Bj}$ is the number of times a switch in the on state is traversed by packets from board $j$, $n$ is the size of the optical switch and $P_{ring}$ is the electrical power consumed when a ring resonator is on. Theoretical calculations estimate the power consumption of a $5 \mu m$ radius microring resonator to be $19 \mu W$ [3]. Although current prototypes consume 1 mWatt, straightforward fabrication advances can reduce this value to 100 $\mu W$ [10]. Therefore we assume that each ring consumes $100 \mu W$, i.e. $P_{ring} = 100\mu W$. Figure 5(c) shows the normalized electrical power consumption for the four traffic traces. As expected, for uniform and matrix transpose traffic patterns there is no extra power consumption since no reconfiguration occurs. Complement traffic results in maximum power consumption, which is about 0.41% more than the passive case. In complement traffic all switches are turned on for reconfiguration. Figure 5(d) shows the normalized average power dissipation per packet due to the four traffic traces. In all four cases, the power dissipation per packet is lower in the active case than the passive case. This is primarily due to the -3.5dB AWG loss for each packet in the passive case. It it worth noting that as reconfiguration takes places the average loss per packet for complement and butterfly increases until reconfiguration has reached a steady state. Figure 5(e) shows the power-delay product (PDP) for active and passive switch design for complement traffic. The PDP values of the two switch designs almost overlap because the power and latency penalty of using the active switch is minimal. Figure 5(f) shows the area-delay product (ADP) for complement traffic for a 64 node RAPID network. We see that as the load increases, the advantage of using an active switch design increases.

We next calculate the optical power budget. Figure 6 shows a simplified model from source to receiver and optical power losses associated in an E-RAPID system. The main components are lasers, waveguides/fibers, optical switches (which consists of row switches indicated by R and column switches indicated by C), directional couplers, demultiplexers and optical receivers. The following
losses exist in the system; source to waveguide coupling loss ($L_{SW}$), row switch loss ($L_{RS}$), column switch loss ($L_{CS}$), fiber to waveguide coupling loss ($L_{FW}$), propagation loss in the fiber ($L_F$), waveguide to fiber coupling ($L_{WF}$), directional coupler loss ($L_{DC}$), demultiplexer loss ($L_D$) and waveguide to receiver coupling loss ($L_{WR}$). Each row switch and column switch further consists of a ring resonator and an on-chip coupler. Thus $L_{RS}$ and $L_{CS}$ are themselves functions of ring resonator loss ($L_{RR}$) and on-chip coupler loss ($L_C$). It should also be noted that the losses in the row switch and column switch are different depending on whether the ring resonators are either turned on or off for each wavelength. If a row switch is on for a given wavelength, the loss ($L_{RS_{on}}$), is negligible as light only has to flow through a straight waveguide. On the other hand, if the row switch is off for a given wavelength, light couples through both the ring resonator as well as the on-chip coupler, therefore the loss ($L_{RS_{off}}$) is given by $L_{RS_{off}} = L_{RR} + L_C$. Similarly, if a column switch is on, there is only on-chip coupler loss and therefore $L_{CS_{on}} = L_C$. If a column switch is off, then the loss is given by $L_{CS_{off}} = L_{RR} + L_C$ as the light will couple into both the on-chip coupler and the ring resonator.

When calculating the power budget, the worst case optical power loss ($OPL$) must be considered. For an $n \times n$ system (where $n$ equals number of boards and the size of the optical switch) the worst case occurs when light has to go through $n-1$ column switches before it leaves the board. This light will then have to couple with light from $n-2$ other boards boards further adding to the loss. Therefore, the worst case $OPL = L_{SW} + L_{RS_{on}} + (n-2) * L_{CS_{off}} + L_{CS_{on}} + L_C + L_{WF} + L_F + (n-1) * L_D + L_{WF} + L_D + L_{WR}$. For known optical power loss and receiver sensitivity of the system, the optical power required from the source may be determined from the equation $P_S - P_R \geq OPL$, where $P_S$ is the source power in dBm, $P_R$ is the minimum required receiver power also in dBm and OPL is in dB. $P_R$ depends on the minimum bit error rate. For a BER of $10^{-15}$, the received power $P_R$ should be $-20dBm$ [18]. Assuming $L_{SW} = 1dB$, $L_C = 0.2dB$ [16], $L_{DC} = 0.5dB$ [19], $L_{RR} = L_D = 1dB$, $L_F = 1dB$, $L_{WF} = 1dB$ and $L_{WR} = 0.5dB$, for the

Figure 5. 64 node E-RAPID (a)-(b) Throughput comparison with active and passive switch design. (c)-(d) Normalized power values. (e)-(f) Power-Delay Product and Area-Delay Product with active and passive switch design.
single ring per switch, the worst case optical loss equals $OPL_{SR} = 4.9 + 1.2(n - 2) + 0.5(n - 1)$ dB. This can further be reduced to $OPL_{SR} = (1.7n + 2)$ dB. The worst case optical loss when using a double ring switch is given by $OPL_{DR} = 4.9 + 2.2(n - 2) + 0.5(n - 1)$ dB, which can be simplified to $OPL_{DR} = (2.7n)$ dB. Table 2 shows how the system can scale with increasing values of $P_S$ from 2mW up to 40 mW. In the table $P_S$ indicates source power, $n_{SR}$ indicates the maximum number of boards possible using a single ring optical switch and $n_{DR}$ indicates the maximum number of boards possible using a double ring optical switch. From Table 2 we see that as $P_S$ increases, the maximum tolerable loss also increases but each increase is less than the previous one. This results in $n_{SR}$ and $n_{DR}$ not increasing linearly with increase in input power. With $P_S = 40mW$, the system can scale to 20 boards. Then assuming 20 nodes per board, a 400 node system may be built without need for amplification.

### 3.3. Effects of Frequency of Reconfiguration

Figure 7 shows how throughput, latency and power consumption vary as we change the amount of reconfiguration in a 64 node E-RAPID system with complement traffic and a load of 0.5. In the figure, $k = i$ implies $i$ extra transmitters have been turned on. The load can now be evenly distributed between $i + 1$ different transmitters. From Figure 7(a) the throughput increases as the amount of reconfiguration increases. Average latency on the other hand decreases with reconfiguration (Figure 7(b)) due to the fact that a packet now undergoes lower blocking and queuing delays. To calculate total electrical power consumed, the formula for $P_T$ derived in section 3.2 was used. Figure 7(c)

### Table 2. Scaling of E-RAPID System with increasing source power ($P_S$) where $n_{SR}$ and $n_{DR}$ indicate the maximum number of boards possible using a single ring and a double ring optical switch respectively.

<table>
<thead>
<tr>
<th>$P_S$(mW)</th>
<th>$P_S$(dBm)</th>
<th>$n_{SR}$</th>
<th>$n_{DR}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3.0102</td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td>4</td>
<td>6.0205</td>
<td>14</td>
<td>9</td>
</tr>
<tr>
<td>6</td>
<td>7.7815</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>8</td>
<td>9.0302</td>
<td>16</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>16</td>
<td>11</td>
</tr>
<tr>
<td>20</td>
<td>13.0102</td>
<td>18</td>
<td>12</td>
</tr>
<tr>
<td>40</td>
<td>16.0205</td>
<td>20</td>
<td>14</td>
</tr>
</tbody>
</table>

shows more power is consumed by the active switch design when compared to the passive. In the worst case, the active switch consumes 0.41% more power when all the switches have been turned on.

### 4. Conclusion

In this paper a compact, integratable and non-blocking optical switch matrix for implementing dynamic bandwidth re-allocation is proposed. The switch matrix was designed to reduce cost (in terms of number of lasers) while maintaining the performance benefits and flexibility shown by passive implementation of DR. SOI based ring resonators used as $1 \times 2$ optical switches were the basic building blocks of the proposed active row-column switch. Analytical and simulation studies show that the proposed active implementation provides throughput and latency similar to the passive implementation while dramatically improving cost by a factor of $n$ (where $n$ is the number of transmitters per board). There is a slight increase in power consumption (0.4% at most for the worst case traffic) using the active switch matrix.

### 5. Acknowledgment

This research was supported by NSF grants CCR-0309537 and CCF-0538945.

### References


