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ABSTRACT A scheme often used for error tolerance of arithmetic circuits is the so-called Reduced Precision
Redundancy (RPR). Rather than replicating multiple times the entire module, RPR uses reduced precision
(inexact) copies to significantly reduce the redundancy overhead, while still being able to correct the largest
errors. This paper focuses on the low-power operation for RPR; a new scheme is proposed. At circuit level,
power gating is initially utilized in the arithmetic modules to power off one of the modules (i.e., the exact
module) when the inexact modules’ error is smaller than the threshold. The proposed design is applicable to
(unsigned integer) addition, multiplication, and MAC (multiply and add) by proposing RPR implementations
that reduce the power consumption with a limited impact on its error correction capability. The proposed
schemes have been implemented and tested for various applications (image and DCT processing). The results
show that they can significantly reduce power consumption; moreover, the simulation results show that the
Mean Square Error (MSE) at the proposed schemes’ output is low.

INDEX TERMS Digital arithmetic, approximation methods, redundant systems, integrated circuit design.

I. INTRODUCTION
The development of ever smaller devices brings promise for
further improvement in the performance of future integrated
circuits, yet it also leads to several new technical challenges,
including the need for nanoarchitectures that reduce the un-
certainty inherent to computation and communication at such
small scales [1]. For example, the space radiation environ-
ment has a serious impact on the reliability of integrated
circuits in the avionics industry. The large number of particles
in space, such as α-particles and high-energy neutrons, etc.,
generates radiation effects on integrated circuits which cause
Single Event Effects (SEEs). Single Event Transients (SET)
can affect logic circuits by introducing transient spikes in
voltage values; when sampled by registers or memory ele-
ments, this event may result in data corruption. Single Event
Upsets (SEU) can changes the logic state of a discrete se-
quential element, such as a latch of flip-flop or a the value
of a memory cell. The continued miniaturization of electronic
devices has raised reliability concerns for mission-critical

applications [2]. Besides, Nanoelectronic systems where the
device architecture is not a crossbar array generally utilize
hardware redundancy for fault tolerance [3]. There are many
techniques to protect a digital circuit against so-called soft
errors; one of the most common schemes is the use of repli-
cation, so either by Dual Modular Redundancy (DMR) to
detect errors or Triple Modular Redundancy (TMR) to correct
them [4]. A significant issue of modular redundancy is its im-
plementation overhead; for example, TMR requires additional
circuit area and power dissipation of more than twice as much
as an unprotected design.

Recently, approximate computing has been proposed as a
new approach for efficient low-power design; approximate
computing generates good enough results rather than always
accurate. It is primarily driven by applications related to hu-
man perception and inherent error resilience. Approximate
computing can be applied to these applications due to the
redundant nature of data sets with significant noise to relax
numerical exactness. Approximate computing reduces power
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consumption and increases performance, for example, by re-
ducing the critical path delay. Approximate techniques can
be applied at several levels, including circuits, architectures,
and software [5]. The application of approximate comput-
ing to deep learning has also been studied [6]. Approximate
arithmetic units’ design has received significant interest at
the circuit level due to its importance in many computing
applications. Typical applications, such as DSP and machine
learning, require arithmetic computing for addition (or accu-
mulation) and multiplication. Addition has been extensively
studied for approximate circuit implementations; various ap-
proximate adders have been proposed to reduce power con-
sumption and delay [7].

An alternative to full redundancy (such as triplication or du-
plication) is to use Reduced Precision Redundancy (RPR) [8],
[9]. RPR uses an exact (full precision) version of the module
and two reduced precision (inexact) copies to implement a de-
cision/voting logic to correct errors. It significantly lowers the
redundancy overhead because the reduced precision copies
are significantly smaller than the full precision implementa-
tion. The disadvantage of RPR is that minor errors cannot be
corrected, because the reduced precision may induce minor
differences in output values that are difficult to discriminate.
However, this is not a problem for many applications in which
error-tolerance is possible in the absence of large errors. It has
been recently shown that this can also be applied to emerging
circuits, such for example, Deep Learning Neural Networks
(DNNs) [5] during training.

A further issue is encountered when RPR is used for sim-
ple modules and copies; namely, the voting logic is signifi-
cantly more complex than TMR [8]. This occurs because the
difference between the full precision and reduced precision
copies needs to be computed and compared to a threshold,
so both subtraction and comparison are needed. This logic
may be as complex as some modules, such as an adder. The
design of RPR for addition has been investigated in [10], in
which it has been shown that the voting logic can be simpli-
fied. Addition, multiplication, and Multiply-And-Accumulate
(MAC, also known as multiply and add) are some of the most
commonly used operations in computing, such as for matrix
multiplication [11], [12] and in Deep Learning Neural Net-
works [13]. In [14], stochastic computation has been proposed
for implementing artificial neural networks with reduced hard-
ware and power consumption, while retaining in most cases
the required accuracy and still improving processing speed.

In this paper, the RPR scheme is further investigated by
considering a low-power operation. Power gating is employed
for the RPR scheme to power off one of the modules (i.e., the
exact module) when the error introduced by the inexact RPR
modules is smaller than the threshold. The proposed scheme is
utilized for implementing addition, multiplication, and MAC
operations. A detailed assessment is also pursued; the results
show that the proposed scheme improves the average power
consumption of RPR at a given truncation level, while incur-
ring in a lower overhead in terms of error correction capabil-
ities. The rest of the paper is organized as follows: Section II

FIGURE 1. Traditional Reduced Precision Redundancy (RPR) for a
Multiplier.

provides a brief overview of RPR and power gating. The
proposed scheme is presented in Section III. The proposed
RPR scheme by employing multiplier, adder, and MAC is
evaluated in Section IV. The proposed scheme is then utilized
in various applications (such as image and DCT processing) in
Section V. The paper ends with the conclusion in Section VI.

II. REVIEW
A. REDUCED PRECISION REDUNDANCY (RPR)
This section gives a brief overview of reduced precision re-
dundancy (RPR) and an example using multipliers as mod-
ules. The implementation of a Reduced Precision Redundant
(RPR) scheme for multipliers is shown in Fig. 1; in addition
to the original full precision multiplier, two redundant copies
with reduced precision are also used. The simplest method to
reduce precision is to truncate the inputs by removing the K
least significant bits. The error detection and correction logic
compute the difference between the full precision output and
the reduced precision copies. If such a difference is more
significant than a specified threshold, it is assumed that an
error has occurred.

To locate the error, the outputs of the two reduced preci-
sion copies are compared; if they are different, an error has
occurred in one of the redundant copies. However, if they are
equal, an error may have affected the full precision multiplier.

Consider an (exact) multiplier with N-bit inputs and re-
duced precision copies with N − K bit inputs (so with a K-bit
truncation); then, the maximum error on the inputs due to
truncation is 2K−1, and thus, the maximum error at the output
is approximately 2 × 2K × 2N = 2N+K+1. However, such an
error only occurs when both inputs are close to the largest
value, and truncation on both input operands also introduces
the worst-case error, so an occurrence with a low probability.

[15] has proposed a scheme combining IDMR (Improved
Duplex Modular Redundancy) with TMR (Triple Modular
Redundancy); this scheme uses novel conditions to compare
the three module outputs. Unlike a DMR voter, a TMR voter
considers the three inputs to establish the majority as the
correct output. Within an inexact framework, the majority
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FIGURE 2. Schematic of Inexact TMR-DMR (ITDMR) voting scheme.

is established using various criteria. In this scheme, if the
pair-wise differences between all three pairs of inputs are not
larger than the threshold, then the three inputs are considered
valid; however, in some cases, only two of the three inputs
satisfy the threshold condition, so a different scheme must
be used. Hence, ITDMR operates adaptively using TMR with
approximate voting on a pair-wise fashion followed by IDMR
(if required as a further voting configuration). Fig. 2 shows
ITDMR in a block diagram form.

B. POWER GATING
In approximate systems, an inexact computational module
must be designed in hardware to meet specific application re-
quirements; so, at least some parts of a computational module
could be turned on/off according to the desired configuration
for an arithmetic operation. In this paper, power gating is
used (so at circuit-level) to accomplish a bit-width reduction
and modules shutting off. In this scheme, two transistors are
added to a generalized CMOS gate: a PMOS in series with
a pull-up network (PUN) and an NMOS in parallel with a
pull-down network (PDN). There is also a slight increase in
operational delay due to the additional PMOS transistor. The
targeted error determines the value of the control signal CON;
if the control signal CON is low, then the circuit operates as a
normal gate. When the CON signal is high, the gate’s output
is forced to zero, regardless of the input signal. If only the
input gates of a functional block (or module) are modified,
a high value on CON turns off the functional block, because
there is no switching activity in the connected circuits. Power
gating incurs in hardware and delay overheads (albeit they
are both very small, nearly negligible in most cases). This
power-gating scheme is demonstrated in Fig. 3.

III. PROPOSED ARPR SCHEME
This section presents the proposed approximate RPR scheme
(ARPR); this scheme is based on approximate computing and
power gating. Consider as an example a multiplier as a basic
module. The proposed RPR (multiplier) scheme is shown in
Fig. 4. In Fig. 4, a′

MSB and b′
MSB are the MSBs of the truncated

digits of the two operands. The signal LT E (Large Truncation

FIGURE 3. Schematic of Power gating scheme.

FIGURE 4. Proposed Approximate Reduced Precision Redundancy (ARPR)
Scheme.

Error) is given by:

LT E = aMSB
′ & bMSB

′ (1)

ARPR consists of three groups of components depending
on their operating state. The two RP multipliers, the compara-
tor, and the control signals logic make up the first group and
are always enabled.
� The RP (Reduced Precision) group generates the Inexact

Result and two control signals: Unequal and compare.
� The FP (Full Precision) group is the FP multiplier which

is enabled by Unequal|compare.
� The Compare group consists of a subtractor and a com-

parator. They are enabled by the signal compare.
The following cases can be distinguished:
� CASE 1: The two RP calculations are conducted, and

the two RP results are compared. If the two results are
different, the Unequal signal is set to ‘1,’ and the FP
calculation is enabled to generate the FP result as result.
Otherwise, the system must decide whether it needs to
compare the FP and the RP results.

� CASE 2: If LT E is ‘1,’ so the MSB of the truncated parts
of both inputs are ‘1’s; then, in this case, a large trunca-
tion error is generated, and the comparison is needed. If
LT E is ‘0,’ the truncation error is small enough to be
neglected, and the RP result is provided as the result.
If the input operands follow a uniform distribution, the
MSB of the truncated part has the same probability of

38 VOLUME 3, 2022



FIGURE 5. Flowchart of ARPR scheme.

being ‘0’ or ‘1’. Thus, the probability of the LT E signal
is ‘1’ is 0.52 = 25%.

� CASE 3: If the truncation error is within the range
[T L, TU ], the FP result is selected as output; otherwise,
the RP result is selected. When the truncation error is
smaller than T L (lower bound of the threshold), the error
is considered small enough to be acceptable. However, if
the truncation error is larger than TU (upper bound of the
threshold), the error occurs at the upper bits of the full
precision module. In this case, to prevent a significant
error, the approximate result is select.

The flowchart of the proposed ARPR is shown in Fig. 5.
CASE 1, CASE 2, and CASE 3 are the above three cases
for generating the result. Power gating is employed to save
power; in the error-free case, 75% of the decisions (voting)
are undertaken only by the two RP copies, reducing power
consumption and circuit delay.

Next, the two widely used operations of multiplication and
addition are analyzed for error analysis. So, consider first an
unsigned (exact) integer multiplier with N-bit inputs and K-bit
truncation. Then, the output of the multiplier can take values
in a range between 0 and 22N − 1. If the operands are a and b,
the output of an RPR multiplier can be expressed as:

ar × br = (a + at ) × (b + bt )

= a × b + at × b + a × bt + at × bt (2)

where at and bt are the errors introduced when K bits are
truncated (in which case they can take values in the range
of 1 − 2K to 0). In an unsigned format, truncation can only
produce negative errors; therefore, the difference between the
outputs of the exact and RPR multipliers is given by:

a × b − ar × br = −(at × b + a × bt + at × bt ) (3)

Since both at and bt are negative, the most significant error
(in magnitude) occurs when a and b are large (the most sig-
nificant values in magnitude are given by 2N − 1), i.e., when
at = bt = 1 − 2K , and its magnitude is given by 2N+K+1 −
2N+1 − 22K + 1,which can be approximated to 2N+K+1, and
this is also an upper bound.

Consider next addition; for unsigned addition with N-bit
inputs and K bit truncation, the adder’s output can take values
in a range between 0 and 2N+1 − 2.

If the operands are a and b, the output of the RPR adder
copies can be expressed as:

ar + br = (a + at ) + (b + bt ) = a + b + at + bt (4)

The difference between the outputs of the full and reduced
precision adders is given by:

a + b − (ar + br ) = −(at + bt ) (5)

Similarly, the most significant error occurs when at = bt =
2K − 1. Its magnitude is given by 2(K+1) − 2, which can be
approximated as 2K + 1. This is also an upper bound.

IV. EVALUATION AND COMPARISON OF APPROXIMATE
RPR SCHEME
This evaluation considers circuit and error measures as well as
a combined metric. For circuit performance, figures of merit
such as delay and power are measured. As an error metric and
consistent with other papers dealing with RPR, the MSE is
measured.

Circuit Evaluation: To assess performance, the comput-
ing and voting modules are implemented in Verilog HDL
and Synthesized by Synopsys Design Compiler with 28 nm
technology. For the proposed 2 multiplier ARPR, the worst
case and average scenarios are measured. For the worst-case
(CASE 2), the RP, FP, and compare groups are all enabled.
For the average case, the percentages of CASE 1, CASE 2,
and CASE 3 are measured, and then the weighted average
delay and power are calculated. For a traditional RPR, all
computation modules are utilized and powered on during the
entire computation process, so there is only one case. The
weighted average delay and weighted average power are given
in (6) and (7), where DelayCi and PowerCi denote the latency
and power consumption of CASE i, and PCi denotes the per-
centage of CASE i in the simulation sequence.The weighted
average delay and weighted average power are given in (6) and
(7), where DelayCi and PowerCi denote the latency and power
consumption of CASE i, and PCi denotes the percentage of
CASE i in the simulation sequence.

Delaywe = DelayC1 × PC1 + DelayC2

× PC2 + DelayC3 × PC3 (6)

Powerwe = PowerC1 × PC1 + PowerC2

× PC2 + PowerC3 × PC3 (7)

Error Evaluation: To evaluate the impact of errors on
ARPR/RPR schemes, random (uniformly distributed) errors
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FIGURE 6. Delay for Different Approximate Redundant Scheme with N=16.

FIGURE 7. Power Consumption for Different Approximate Redundant Scheme with N=16.

have been injected in the implementations; then, the Mean
Square Error (MSE) across all simulations is used to compare
them, the equation of the MSE is listed in (8). As discussed
previously, a SET is considered for error insertion. The error
is only inserted to one of the three computational modules (the
three modules have the same probability for SET injection).
For each module, one of the bits is flipped in the partial prod-
uct element; for example, in an 8-bit multiplier and truncation
level K = 2, 82 partial product elements are present in a full
precision multiplier. If this module is affected by a SET, then
the value of one of the 64 partial product elements is opposite
of the correct value (for the RPR multiplier, 62 partial product
elements are utilized).

MSE = 1

N

N−1∑
i=0

[APR(i) − EXA(i)]2 (8)

Power-Area-MSE (PAM) Product: The proposed ARPR is
a low-power scheme but with mid-level performance in area
and error. Thus, a combined figure of merit referred to as
the Power-Area-MSE Product (PAM Product) is calculated to
evaluate the three schemes (i.e., proposed ARPR, traditional
RPR, and ITDMR); the scheme with the smaller PAM product
indicates that it has the overall best-combined performance
for these three crucial figures of merit. In this the paper,
the PAM Product ratio is employed to denote the combined
performance of the different schemes. The PAM product for
a traditional RPR scheme are defined as normalized to 1; the
PAM product ratio is given in (9).

In this the paper, the PAM Product ratio is employed to
denote the combined performance of the different schemes.
The PAM product for a traditional RPR scheme are defined as

normalized to 1; the PAM product ratio is given in (9).

PAM Product = Power × Area × MSE )

PAM Product Ratio = PAM Producttarget scheme

PAM Producttradit ional scheme

(9)

The Delay and the power consumption evaluation for the
approximate redundant scheme with 16-bit operands are
shown in Figs. 6 and 7. Table 1 to Table 3 demonstrate the
area, MSE, and the PAM Ratio. The following conclusion can
be drawn from the results.

1) The delay and power consumption are reduced with
an increase of the truncation level (while introducing a
larger error at the output).

2) The average power consumption and delay are signifi-
cantly reduced using power gating as only the two RPR
modules are initially active for computation.

3) For comparison purposes, ITDMR has the worst per-
formance among the three schemes when considering
power, delay, and area.

4) As for the error, the traditional RPR scheme has the least
MSE, while the proposed scheme is the second best.

5) The PAM product ratio shows that the proposed scheme
has the smallest value, that indicates the best perfor-
mance when considering this combined figure of merit.

V. APPLICATIONS
A. IMAGE PROCESSING: PIXEL BRIGHTEN WITH ADDTION
ARPR
This application requires the input of two identically sized
images and produces a third image of the same size; each pixel
value of the output image is the sum of the corresponding
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TABLE 1 Error and Hardware Evaluation of Multiplier ARPR Scheme

TABLE 2 Error and Hardware Evaluation of Adder ARPR Scheme

TABLE 3 Error and Hardware Evaluation of MAC ARPR Scheme

pixel values from the two input images. A common variant
simply allows a constant to be added to every pixel to enhance
brightness.

In this section, image brightness is calculated by employing
the proposed adder RPR. A constant value of 50 is added to
the original image. The random error is inserted as discussed
in Section IV; simulation runs for 1 million times to obtain the
average. The results are shown in Fig. 8.

B. IMAGE PROCESSING: GAUSSIAN SMOOTHING USING
MAC ARPR
For most image processing applications, noise can be present
in an image during the steps of acquisition, compression, and
even transmission. An additional step of noise reduction is
often required for eliminating such noise and ensuring an

overall acceptable performance. A Gaussian filter has excel-
lent capabilities for blurring and noise reduction; moreover, it
can be combined with an edge detector for digital image pre-
processing with no excessive distortion of the original images

The Gaussian blur is a type of image-blurring filter that uses
a Gaussian function (that is given by a normal distribution in
statistics) when calculating the transformation of each pixel in
an image. The Gaussian function in two dimensions is given
by:

G(x) = 1√
2πσ 2

e
− x2+y2

2πσ2 (10)

In theory, the Gaussian distribution is always non-zero,
because it would require an infinitely large convolution kernel;
however, in practice, it can be effectively considered to be zero
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FIGURE 8. Image brighten using adder ARPR and Traditional RPR: (a)
Original image; (b) Brighten image; (c) Traditional RPR (PSNR=47.54 dB);
(d)ITDMR N=8, k=2 (PSNR=40.79) (e) ARPR N=8 k=2 (PSNR=44.79 dB);
(f) ARPR N=8 k=4 (PSNR=41.86 dB).

TABLE 4 Gaussion Smoothing Simulation Results for N=8, K=2

at more than three standard deviations from the mean. Hence,
in this case, the kernel is truncated. The Gaussian kernel value
is first converted from a floating point to an integer point
format, and then the convolution is computed. To convert the
kernel from a floating point to an integer value, the least (non
zero) value of the kernel is found, and all elements of the
kernel are then divided by this value, i.e., an integer kernel
is used. For the correctness of a blurred image, the sum of the
integer kernel is calculated, and after convolution of the input
image with the integer kernel, the output is divided by the sum
to obtain the corrected image.

In this section, Gaussian smoothing is implemented with
the proposed MAC ARPR. Convolution with Gaussian filters
is executed for four commonly used images in Table 4. The
random error is inserted as discussed previously. One million
simulations have been executed to find the average.

C. INTEGER DISCRETE COSINE TRANSFORM WITH
MULTIPLICATION ARPR
The Discrete Cosine Transform (DCT) removes the cor- rela-
tion of image elements in the transform domain [19]; it is con-
sidered a quasi-optimal transform and has been widely applied
in image and video coding/compression. In [20], rather than
floating-point numbers, the DCT uses integers in the trans-
form matrix; the core transformation is a signed integer trans-
form involving no floating-point calculation and achieving
high accuracy. The core transformation can be completed only
with simple signed integer matrix operations, so multiply and
addition operations; therefore, its computational complexity
is significantly reduced. In matrix notation, the discrete two-

FIGURE 9. Gaussian Smoothing with MAC RPR Scheme (N=8, K=2): (a)
Exact Gaussian Smoothing; (b) With Traditional RPR; (c) With Proposed
ARPR; (d)ITDMR.

TABLE 5 Average PSNR for DCT for N=16

dimensional Radix-8 DCT is given by Y = P · X · PT , where
X is the 8 × 8 input image frame, P is the transform matrix,
and Y is the transformed (output) matrix. As described in [21],
one of the most common transform matrix (as also utilized in
this paper) is:

p =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

64 64 64 64 64 64 64 64

89 75 50 18 −18 −50 −75 −89

83 36 −36 −83 −83 −36 36 83

75 −18 −89 −50 50 89 18 −75

64 −64 −64 64 64 −64 −64 64

50 −89 18 75 −75 −18 89 −50

36 −83 83 −36 −36 83 −83 36

18 −50 75 −89 89 −75 50 −18

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

ARPR is used as the essential processing step for matrix
multiplication. For evaluating the unsigned integer DCT, 16-
bit images are used, and these 20 images are from the TES-
TIMAGE database. For the matrix element with a negative
number, subtraction is used for the accumulated result. Ran-
dom (uniformly distributed) errors are injected in the ITDMR,
traditional RPR, and the ARPR schemes; then, the average
Peak Signal Noise Ratio (PSNR) is measured for all 20 images
at different values of K. The IDCT is implemented using the
proposed MAC ARPR. The original 20 images undertake the
convolution operation with the transform matrix; the random
error is inserted as discussed in Section IV. Simulation is run
one million times to calculate the average result.

The same trend is found for the three applications as shown
in Table 5, namely, the traditional RPR scheme has the highest
PSNR while the image quality from ITDMR is the worst.
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The proposed ARPR scheme has a middle-level error perfor-
mance, and the PSNR is reduced by increasing the truncation
level. Fig. 9 provides an example of the DCT application with
different RPR scheme using the Lena as test image. The simu-
lation results also confirm the conclusion drawn in Section IV.

VI. CONCLUSION
This paper has presented novel schemes for Approximate Re-
duced Precision Redundancy (ARPR) as applicable to com-
monly used operations, such as multiplication, addition, and
MAC in an unsigned integer format. The proposed schemes
utilize power gating in the multipliers and adders when pro-
cessing is executed to target errors. Novel designs are pro-
posed; initially, the thresholds used for detecting errors within
the RPR schemes have been determined analytically and
checked by simulation. Then, both error tolerance and related
implementation figures of merit have been analyzed. The re-
sults have shown that a reduction of 60 percent on the power
can be achieved with only a marginal impact on computation
quality, as established using the MSE. As further applications,
computation of brightness and Gaussian smooth in image pro-
cessing and integer DCT have been presented; the results have
confirmed a reduction in power of at least 50% on average
using the proposed ARPR scheme. Using the combined metric
of the PAM (power area MSE) product for performance and
error tolerance, it has been shown that the proposed ARPR
scheme improves over ITDMR and a traditional RPR.

A discussion on the technical contents of this paper fol-
lows to address the relevance of this work to nanotechnology
systems. Computing in the nano ranges necessitates novel
approaches [22], [23] to address those scenarios that affect the
reliable operation of computing systems at such low feature
sizes [3]. At nanoscales, soft errors are more likely to occur;
computational errors/faults in computational modules/units
for many applications need stringent requirements for reliable
data storage and processing [24]. It has been widely reported
that due to the increased density and the complexity of the
physical layout [25], nanotechnology devices show consid-
erable variations to process, voltage, and temperature (PVT)
at manufacturing [26]; at operation time, these variations can
cause at least an erroneous outcome to occur at the output of
a nanoscale circuit [27], in few cases leading to a catastrophic
failure.

Remedial schemes such as those involving redundancy are
therefore required, especially for mission-critical and high-
integrity systems. Current schemes employ a large redun-
dancy (such as TMR) resulting also in high power dissi-
pation; while utilizing still replication, the proposed RPR
scheme achieves a reduction in hardware (at the expense of
introducing a reduced accuracy) that makes such arrangement
very suitable for nanotechnology. Hence, the proposed RPR
scheme can be applied to nanotechnology systems as in the
following cases:
� Mitigation of data corruption in emerging memories due

to hard and soft errors [28].

� Tolerance of processing (mostly of an arithmetic nature)
using redundancy-based schemes [18], [29].

In both these two cases, the arrangement proposed in this
manuscript is generic and therefore, it can be directly em-
ployed with little or no change in decision/selection hardware
and only the input module designs are changed to accom-
modate the reduced redundancy configuration. Therefore, the
proposed RPR scheme can be used in many other specific ap-
plications to enhance resilience (as demonstrated in previous
sections); this paper has focused on its fundamental principles
for implementation and analysis to enable a designer to prop-
erly use it. Future research will be directed to identify more
nanotechnology-based applications (beside the two identified
above) to which the proposed RPR scheme can be utilized.
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