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Abstract—With the scaling of technology, the computing industry is experiencing a shift from multi-core to many-core architectures.
However, traditional metallic-based on-chip interconnects may not scale to support many-core architectures due to high power
dissipation, and increased communication latency. Attention has recently shifted to emerging technologies such as silicon-photonics
and wireless interconnects to implement future on-chip communications. Although emerging technologies show promising results for
power-efficient, low-latency, and scalable on-chip interconnects, the use of single technology may not be sulfficient to scale future
architectures. In this paper, we extend the heterogeneous architecture Optical-Wireless Network-on-Chip (OWN [1]) to Reconfigurable
Optical-Wireless Network-on-Chip (R-OWN) by introducing run-time reconfigurable wireless channels. Like OWN, R-OWN is designed
such that one-hop photonic interconnect is used up to 64 cores (called a cluster) and communication beyond a cluster is one-hop
wireless to limit the network diameter to a maximum of three hops. The photonic bandwidth is efficiently shared using time division
multiplexing (TDM) while the wireless bandwidth is shared using frequency division multiplexing (FDM). By exploiting the heterogeneity
of two emerging technologies, we reduce the energy/bit, improve performance via reconfiguration, and thereby improve the
sustainability of NoCs and CMPs. We propose a preliminary assessment of implementing heterogeneous technologies with the router
microarchitecture. Further, we also discuss the design of horn antenna for implementing the wireless channels. Our results indicate that
R-OWN improves the performance (throughput and latency) by 15 percent when compared to OWN while consuming 7 percent more
energy than OWN. Further, OWN and R-OWN improve energy-efficiency by 54-61 percent when compared to WCube and CMesh
architectures, respectively. It should be noted that both OWN and R-OWN require less area than state-of-the-art wired, wireless, and

optical on-chip networks.

Index Terms—Network-on-chips, wireless, photonics, reconfiguration, transceivers, antennas

1 INTRODUCTION

THE International Technology Roadmap for Semiconduc-
tors (ITRS) predicts that complementary metal-oxide
semiconductor (CMOS) feature sizes will shrink to 11 nm
by 2020 [2]. As a result, billions of transistors will allow
computer architects to accommodate hundreds or even
thousands of cores on a single chip without altering the cur-
rent chip dimensions [3]. However, global wire delays and
energy costs do not scale down with CMOS technology.
Therefore, based on ITRS predictions, traditional metallic
interconnects may not be able to support many-core chip
multiprocessors (CMPs) due to energy and performance
limitations. As energy consumption due to both static and
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dynamic CMOS components continues to grow, a sustain-
able solution that is both energy-efficient and high-perfor-
mance is required. Disruptive technologies such as wireless
and photonic interconnects have great potential to provide
a sustainable solution for the energy crisis facing multicore
architecture. Consequently, emerging technologies can
deliver adequate bandwidth within the power budget for
network-on-chips (NoCs) in future CMPs.

Photonic interconnects offer several advantages such as
low energy consumption (~0.25 pJ/bit), reduced link
latency (~ps), increased bandwidth-density (~40 Gbps) via
wavelength division multiplexing (WDM) and CMOS com-
patibility—all of which makes silicon photonics a suitable
technology for on-chip communications [4], [5], [6], [7], [8].
However, photonic crossbar-based architectures such as
Corona [4], decomposed crossbar based architectures such
as Firefly [5] and 3D-NoC [8] suffer from scalability issues
for large core counts due to significant area and power over-
head. For example, a 64 x 64 crossbar using photonics will
require 448 modulators, 7 waveguides and 28,224 photode-
tectors using single-writer multiple-reader (SWMR). If we
scale to 1024 x 1024, then we will need approximately 7,168
modulators, 112 waveguides, and 7.3 million photodetec-
tors which is prohibitive and not easily scalable to mitigate
thermal variations. Additionally, large photonic crossbars
suffer from high insertion losses due to long snakelike
waveguides and crossovers (splitters). An alternate choice
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Fig. 1. Shows the design where we compare electrical link with one
repeater, several repeaters, photonic link, and wireless link. Electrical
and photonic numbers were obtained from DSENT.

is to reduce the crossbar size, however the penalty will be
increased number of hops which negatively impacts
energy-efficiency and network latency.

Radio-frequency (RF)/wireless NoCs has the advantages
of CMOS compeatibility, distance-independent communica-
tion, and omni-directional communication—all of which can
reduce the energy consumption by decreasing hop count [3],
[9]. Therefore, wireless technology can easily implement uni-
cast, multicast and broadcast communications as it does not
require physical channels such as waveguides or wires.
While frequency division multiplexing (FDM), time division
multiplexing (TDM), and space division multiplexing (SDM)
can be effectively combined to increase the overall wireless
bandwidth, mmwave transceivers at 60 GHz center fre-
quency offer fewer channels that can be implemented in
current technology while larger bandwidth transceivers
operating at 100-300 GHz is more challenging to implement
[10]. So, wireless architectures are designed as a two-tier
hybrid architecture where wireless is used to connect sub-
nets (a group of cores) and each subnet is connected using
wired mesh or fully connected networks [3], [9], [11].

While photonic interconnects offer several advantages
such as energy-efficiency and high bandwidth, scaling to
large core counts becomes prohibitively expensive (hardware
resources, insertion losses). Similarly, omnidirectional wire-
less enables ease of communication, limited frequency spec-
trum and higher energy/bit are the limitations of wireless
technology. Therefore, we propose to exploit the advantages
of the emerging technologies while circumventing their dis-
advantages. Fig. 1 shows the energy consumed for different
technologies (wireless, wired and photonic) for varying dis-
tances. Wired (one repeater and several repeaters) and pho-
tonic numbers are reported from DSENT in 45 nm where as
wireless numbers are projected values (see Section 5). The
energy/bit varies for photonic link marginally changes with
distance. For 1 mm link and 128 bit flit width, the photonic
link consumes 0.165 p]J/bit where as for 20 mm, the photonic
link consumes 0.171 p]/bit [12]. From the Fig. 1, we can see
that photonics is advantageous beyond 4 mm and wireless is
beyond 10 mm. While Fig. 1 shows wired technology to be

energy-efficient for distances lesser than 4 mm and could be
considered more energy-efficient than photonics at such short
distances, as packets travel from source to destination, addi-
tional router power will be consumed at each intermediate
router which will make wired technology less favorable.
From this analysis, we propose to utilize photonic technology
for short distances by connecting few cores and utilize wire-
less technology for long distance irregular communication.
By exploiting the heterogeneity of two emerging technologies,
we propose to reduce the energy/bit, improve performance
and overall power consumption of the network, thereby
improving the sustainability of NoCs and CMPs.

In our prior work [1], we proposed Optical-Wireless Net-
work-on-Chip (OWN) architecture for kilo-core CMPs. OWN
uses decomposed photonic crossbar to communicate with a
group of cores (called cluster) and dedicated wireless links to
connect the clusters. In this work, we extend OWN to Reconfig-
urable Optical-Wireless Network-on-Chip (R-OWN) wherein we
design wireless links that can be reconfigured at runtime to
take advantage of diverse communication patterns. As most
on-chip applications have communication patterns that are
largely unpredictable in time and space, an interconnect
which can dynamically reallocate bandwidth during run time
could alleviate an over-utilized channel by reallocating band-
width from an under-utilized channel. While photonics and
wireless could both be ideal candidates for re-allocating band-
width in NoC, in this work, we have considered wireless
interconnects for reallocating bandwidth due to the lack of
wires and wide frequency spectrum. Moreover, we analyze
the implementation complexity of the router microarchitec-
ture using wireless and photonic transceivers and character-
ize antenna design for our architecture. Our results indicate
that R-OWN improves the performance (throughput and
latency) by 15 percent when compared to OWN while con-
suming 7 percent more energy than OWN. Further, OWN
and R-OWN improve energy-efficiency by 54-61 percent
when compared to WCube and CMesh architectures respec-
tively. Our area results indicate that both OWN and R-OWN
require less area than state-of-the-art wired, wireless and opti-
cal on-chip networks. The major contributions of this work are
as follows:

e Extending R-OWN: We extend R-OWN by refining
the inter-core communication and deadlock freedom
while implementing wireless bandwidth reallocation
based on application demands. We provide details
on architecture, routing and reconfiguration in R-
OWN design.

o Wireless Transceivers: We discuss the feasibility of
implementing R-OWN architecture that includes
photonics and wireless technologies integrated with
CMOS. We discuss advanced transceiver technolo-
gies such as SiGe and BiCMOS for scaling the wire-
less bandwidth for on-chip interconnects.

o  Wireless Antennas: We also show the feasibility
of implementing HORN antennas for R-OWN
architecture.

e Performance: Our results indicate that R-OWN impro-
ves the performance (throughput and latency) by
15 percent when compared to OWN while cons-
uming 7 percent more energy than OWN. Further,
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OWN and R-OWN improve energy-efficiency by
54-61 percent when compared to WCube and CMesh
architectures respectively.

The paper is organized as follows: in Section 2, we dis-
cuss related work; in Section 3, we describe the sustainabil-
ity in NoCs; in Section 4, we describe the proposed OWN
and R-OWN architecture, communication and deadlock
freedom; in Section 5, we describe the feasibility study
with wireless and photonic transceivers and antennas; in
Section 6, we show the performance evaluation; and in
Section 7, we conclude the paper.

2 RELATED WORK

In this section, we briefly discuss prior work relevant to our
proposed architecture. One of the earliest wireless NoC
architecture that scaled to 1,024 cores is WCube [3]. WCube
extends the CMesh architecture using wireless routers for
every group of 16 routers, and wireless is used only for long
distance communication which is multi-hop in nature. The
frequency spectrum of operation is 100-500 GHz and an
energy of 4.5 pJ /bit is proposed for wireless link. Although,
WCube is scalable by increasing the number of groups and
without quadratically increasing the network diameter, it
creates hot-spots at the group wireless router and the fre-
quency spectrum cannot be reused due to the nature of fre-
quency sharing among different groups. Other wireless
architectures [9], [13], [14] uses wired technology for smaller
sets of routers and wireless for longer distance using on-off
keying (OOK) modulation. Wireless channels are shared
using tokens by combining time division multiplexing and
frequency division multiplexing. iWISE is extended to A-
WiNoC [15] by providing adaptability in wireless channels
in order to reduce network contention. Other graphene
based wireless interconnects have also been proposed for
on-chip interconnects to improve energy-efficiency [16].

In more recent work, several of the research have focused
on saving power or performance using voltage/frequency
scaling or synchronization that are orthogonal to the pro-
posed research. For example, some of the recent research
have proposed to improve the latency and energy dissipa-
tion using millimeter-wave small-world wireless NoC
(mSWNoC) that prunes dynamic voltage and frequency lev-
els (DVFS) that improves the energy-delay product [17].
Static and dynamic power of NoCs is reduced with wireless
technology in [14]. Taking advantage of the wireless LAN
behavior, some of the researchers have proposed to use
carrier sense multiple access with collision detection
(CSMA-CD) for improving synchronization in cache coher-
ent multicore architectures [18]. Other wireless designs
have targeted accessing off-chip memory and multicores to
improve power and performance [19], [20]. While several of
these wireless designs exploit architectural properties such
as voltage scaling, synchronization or off-chip access these
are orthogonal to the proposed research since in this
research, we target scaling to kilocores usign heterogeneous
emerging technologies.

Photonic NoCs are drawing considerable interest due to
their inherent energy and bandwidth advantages. Early NoCs
mostly use global photonic crossbar and wavelength division
multiplexing [4], [5], [21]. Corona [4] proposes an optical ring-
crossbar network using the broadcasting capability of the

photonic links. It uses single-writer-multiple-reader to pro-
vide one hop optical communication between any two cores
and each router is connected to a memory controller using
optical link. It uses off-chip laser source and dense wave-
length division multiplexing (DWDM). However, it requires
several waveguides and consumes high power as a portion of
the wavelength is peeled off by every router on the path. Fire-
fly reduces the optical crossbar costs by utilizing electrical
mesh while 3D-NoC reduces the cost utilizing decomposed
crossbars. Clearly, crossbar-based architectures using pho-
tonic technology face scalability challenges.

As compared to several proposed architectures that use
emerging technologies, R-OWN uniquely combines both
photonic and wireless technologies with reconfigurability
within the same architecture. The difference between R-
OWN and other photonic crossbars is that R-OWN uses
photonic crossbars for local communication and uses wire-
less for global communication. Moreover, we also analyze
the implementation complexity and antenna design for R-
OWN architecture.

3 SUSTAINABILITY IN NOCs

As computer systems are composed of cores, memories and
interconnects, improving sustainability implies that the sys-
tem needs to become energy-efficient and reliable in all
aspects of computation, storage and communication. In this
paper, we focus on the interconnect and propose techniques
to reduce the power consumption of the network, and
improve the lifetime reliability of the chip. Voltage scaling,
power-gating and more recently, near threshold voltage
(NTV) has been proposed to reduce the power consumption
(dynamic and static power) of the NoC. Decreased power
consumption leads to reduced peak temperatures which
leads to reduction in hard faults, and improves the reliability
of NoCs. However, voltage scaling increases the NoC suscep-
tibility to timing errors since it reduces voltage margins and
increases the probability of errors. If voltage scaling is not
employed, then temperature increases which impacts aging
of circuits and increases hard faults in the network. Therefore,
while traditional techniques improves sustainability of NoCs,
there are design trade-offs between reliability, temperature
and voltage scaling that affect reliability.

In this paper, we leverage emerging technologies such as
photonics and wireless interconnects to reduce the power
consumption. Our goal is to improve the lifetime reliability
of the NoC by reducing the power density by exploiting the
advantages of emerging technologies. To achieve high data-
rates required by wireless technology, we propose to
employ advanced transceiver technology built with SiGe
and BiCMOS. While the newer technology will impose
additional fabrication costs, we believe that these additional
costs will be mitigated by improved reliability for inter-core
communication. In the next sections, we describe the pro-
posed architecture and performance evaluation.

4 PROPOSED R-OWN ARCHITECTURE

In this section, first, we briefly explain our 64-core and 256-
core OWN architecture [1]. Second, we describe the design
of R-OWN for 256 cores and describe routing mechanisms.
Third, we analyze deadlock situations especially when

Authorized licensed use limited to: The George Washington University. Downloaded on October 24,2022 at 14:03:55 UTC from IEEE Xplore. Restrictions apply.



296 IEEE TRANSACTIONS ON SUSTAINABLE COMPUTING, VOL.4, NO.3,

JULY-SEPTEMBER 2019

—C0
c1
c2
—  —— “3
o1
02
.
o .
Inacve o1s
Modulators WR1
@ WR2
Active T
Modulators
De-
modulators
=1 ﬁ,,
Waveguide gaur;:lmui:e:
Arbitration For
Waveguide Inter-cluster
+ transmission

|

Fig. 2. Shows the 64-Core OWN architecture, connected by 16 x 16 optical crossbar with inset showing the proposed wireless router (top) and
optical router (bottom). WR1 and WR2 are connected with other wireless routers.

packets flow from multiple domains (optics to wireless) and
describe a deadlock-free routing methodology.

4.1 64-Core OWN Architecture: Cluster

The OWN architecture is a tile-based architecture with each
tile consisting of four processing cores and their private L1
instruction and data caches, a shared L2 cache and a network
interface or router. Each tile is located within a cluster, which
consists of 16 such tiles (64 cores) as shown in Fig. 2. The tiles
inside a cluster are represented by two coordinates (r, c)
where 7 is the number of the tile or the router and ¢ identifies
one of the four cores in that tile. These tiles are connected by a
16 x 16 optical crossbar which is the snake-like optical wave-
guide and takes one hop for core-to-core communication, as
shown in Fig. 2. We use multiple-write-single-read (MWSR)
scheme with arbitration wherein each tile is assigned dedi-
cated wavelength(s) to receive messages from the remaining
15 tiles. The tradeoff in using MWSR is increased latency since
each router must wait to grab the token before writing to a
specific channel. As there are 16 routers inside the cluster and
communication between the routers require only one hop, we
argue that this latency will not dramatically affect the perfor-
mance. So, any one of the 15 tiles of 64-core OWN architecture
can write to the other tiles such that all the 16 tiles can read at
the same time in their assigned wavelength(s). Thus, each
cluster requires two waveguides. For example, a core in router
2 wants to send a packet to router 11. Router 2 will wait for the
token to modulate the wavelength(s) assigned to router 11.
Having the token, router 2 will modulate the appropriate
wavelength(s) to router 11 which is shown as yellow in Fig. 2.
In addition, an arbitration waveguide is used to arbitrate
between multiple routers wanting to transmit to the same
receiver, so that signal integrity is maintained.

4.2 256-Core OWN Architecture: Group

As mentioned, 16 tiles form a cluster, and four clusters
form 256-core OWN architecture which is shown in Fig. 3.
Intra-cluster communication is implemented using optical

interconnects while inter-cluster communication is facilitated
using wireless interconnects. Since we have four clusters,
twelve (‘P») unidirectional channels are required to provide
cluster-to-cluster wireless communication. Unique pairs of
frequency channels are assigned for communication between
each pair of clusters. So, each cluster needs three frequency
channels to talk to the rest of the clusters (horizontal, vertical,
and diagonal cluster). As a result, each cluster contains three
transmitters to send packets to the horizontal, vertical and
diagonal cluster. Similarly, each cluster has three receivers
tuned at the transmitter frequencies of other clusters to
receive packets. Therefore, each cluster will have three

Fig. 3. 256-Core OWN architecture. Routers with the same color com-
municate with each other and Fxy represents a wireless channel to send
packets from cluster x to cluster y. For example, Routers HO and H1 com-
municate with each other over frequency channel FO1 and F10, respec-
tively, while routers V1 and V3 communicate with each other over
frequency channel F13 and F31, respectively.
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Fig. 4. Left: Structure of a cluster in R-OWN architecture. Right: Struc-
ture of a wireless router in R-OWN with transmitters, receivers, counters,
and local arbiter.

transceivers: one for horizontal, one for vertical and one for
diagonal cluster communication. The bandwidth of the wire-
less channels are determined by dividing the total bandwidth
with the number of channels required.

Three of the four corner routers of each cluster (Fig. 2) is
chosen for the on-chip wireless communication. The corner
routers are chosen to provide maximum separation between
transceivers operating at different frequencies to minimize
inter-channel interference. The innermost corner routers
(marked with red box in Fig. 3) of 256-core OWN is not used
for the convenience of scaling to 1,024-core OWN [1]. For
example, a core of the bottom left cluster wants to send a
packet to a core at the top right cluster which requires inter-
cluster transition. Since the transmitter of router DO at the
source cluster is tuned with the receiver of router D3 at the
destination cluster, router corresponding to the source core (if
not DO) will wait for the token to write to the optical link asso-
ciated with the router DO. After receiving the packet, DO will
send the packet to D3 using the wireless link, FO3 and D3 will
send packet to the destination router modulating the corre-
sponding optical link. Complete routing mechanism is dis-
cussed later.

4.3 Proposed Reconfigurable-OWN (R-OWN)
OWN 256-core architecture is extended to R-OWN architec-
ture by incorporating reconfigurability in the network. Each
cluster of R-OWN is assigned an adaptive wireless channel in
addition to the fixed wireless channels present in the OWN
256-core network. The trade-off is reduced bandwidth for
more adaptability with network traffic. So, each wireless
router of a cluster contains a transmitter tuned to the adaptive
wireless channel frequency assigned to that cluster. However,
only one of them can operate for a period of time to maintain
signal integrity which is determined by an arbiter. Each wire-
less router of a cluster contains a receiver to accept packet
from other clusters. For this purpose, the receivers are tuned
at the adaptive wireless channel frequency assigned to other
clusters in such a way that only one wireless router can accept
packet from a certain cluster. The structure of a cluster of R-
OWN is shown in Fig. 4 (top). It shows that router HO, VO,
and DO, each contains a transmitter TO tuned at the adaptive
wireless channel frequency of cluster 0. Router HO has
receiver R1 tuned at the adaptive wireless channel frequency
of cluster 1, T1. Similarly, receiver R2 and R3 of VO and DO are
tuned to adaptive wireless channel frequency T2 and T3 of
cluster 2 and 3 respectively.

Algorithm 1 shows the proposed wireless bandwidth
reconfiguration algorithm. Since we calculate the maximum

usage, there could be scenarios when the usage is the same for
different contending wireless routers. In such cases, the adap-
tive wireless channel will be allocated to the router with the
lower ID. The link usage is only calculated on the outgoing
links. The adaptive wireless channel of each cluster is reconfig-
ured after reconfiguration window (set to 100 cycles in our
simulation) depending on the number of packets sent to the
other clusters. The reconfiguration window size of 100 cycles
was assumed from prior work where we performed similar
bandwidth reallocation [8]. With smaller window size, we
observed fluctuations in wireless bandwidth allocation and
with larger window size, we did not observe any gains in per-
formance. The control messages are exchanged using data
packets on the wireless channels. After every 100 cycle, the
wireless routers of each cluster send their corresponding wire-
less link utilization to the local arbiter of that cluster. The local
arbiter determines the destination cluster of the adaptive wire-
less link for the next 100 cycle based on the maximum link uti-
lization. So, each wireless router needs a counter to keep track
of the wireless link traversals and each cluster need an arbiter
to configure adaptive wireless link. This is shown in Fig. 4. We
determine the maximum size of the counter by dividing the
time difference between reconfiguration time frame and one
router pipeline with the wireless link traversal time. When a
router has the right to use the adaptive wireless channel, it has
two wireless links connected to the destination cluster. We
chose to send packets to the adaptive and fixed wireless links
alternatively in order to minimize contention. Otherwise, we
use the dedicated wireless link to communicate with the other
cluster. For example, at the end of a reconfiguration time
frame, router HO, VO, and DO will send the number of traver-
sals for wireless link FO1, F02, and FO3 respectively. Local arbi-
ter LAO will find the maximum wireless link utilization and
assign accordingly. If router HO is assigned the adaptive wire-
less link FO for the next time frame and packet p1 is destined
for cluster 1, HO will send p1 using FO1. HO will send the next
packet, say p2 destined for cluster 1 via FO.

Algorithm 1. Reconfigurable-Wireless Algorithm
Stepl

Wait for the end of reconfiguration time frame,
Ryis (= 100 cycle)

At the end of Ry, Local arbiter (LA;) requests the
wireless routers of that cluster for their
corresponding wireless link usage

(WLi, WLiyv, WLip) where i is the cluster
number and H is horizontal, V is vertical,

and D is diagonal wireless link

Each wireless router of cluster i sends their
wireless link usage for the last Ri; to LAj and r
esets the counter to zero

LA; finds the maximum of [WL;y, WL;y, WLip]
and sends a control packet to all the wireless routers
of that cluster

Step2

Step3

Step4

Stepb  Accepting the packet, each wireless router either

turn-on or turn-off their adaptive transmitter

Wireless router that has turned-on the adaptive
transmitter uses the adaptive and fixed wireless
transmitters.

Go to Stepl

Step6

Step?7

In summary, each wireless router of a cluster contains an
adaptive transmitter, T; where 0 < i < c¢s, a receiver R;
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Fig. 5. Communication mechanism for 256-core (a) OWN and (b) R-
OWN. The uniform dotted line represents fixed wireless link, non-
uniform dotted line represents adaptive wireless link, and the solid line
represents optical link. Routers of the same letter talk to each other.

tuned at the adaptive transmitter of other cluster, T; where 0
<j<csandi#j a fixed transceiver to communicate with
the other clusters similar to OWN and a counter to keep
track of the wireless link traversals. In addition to these,
each cluster contains a local arbiter.

4.4 Routing Mechanism: 256-Core OWN and R-OWN

There are four clusters in 256-core OWN where each cluster
contains 64 cores. Each core is represented by a 3-digit coor-
dinate with cluster, router, and core number. It is represented
as (cs, r, c) where cs is cluster, r is router, and ¢ is core num-
ber. Thus, the total number of cores in OWN or R-OWN is
csxrxc,where0<cs<3,0<r<15and0 < ¢ < 3. Since
each router contains four cores, we drop the core index
when identifying a router. In the following sections we will
describe the routing mechanism of OWN and R-OWN in
detail which are very similar. However, R-OWN has more
channels than OWN but less bandwidth per channel with
adaptivity that makes the difference in routing.

4.4.1 256-Core OWN Communication

Consider Fig. 5a for the detailed communication pattern of
256-core OWN. For example, core (0, 0, 0) is in cluster O (bot-
tom-left), and at the first tile (router 0). If it wants to send a
packet to core (1, 7, 3) which is in cluster 1 (bottom-right),
then it is an inter-cluster communication. First, core (0, 0, 0)
will send the packet to router 0 where the packet will wait
for the token to modulate the wavelengths assigned to the
right-most corner router (0,3) (shown as H). Once the packet
arrives at the wireless router (0, 3), it will send the packet
using horizontal wireless link (FO1) to the wireless router (1,
3) of cluster 1 (also shown as H). Then router (1, 3) will for-
ward the packet to the destination router (1, 7) where core
(1, 7, 3) is connected over the optical link when it has the
token to write to the wavelengths assigned to (1, 7). This
will require three hops—one optical, one wireless and one
optical. Let’s consider another inter-cluster communication
where the clusters are along the diagonal. Say, the source
core is (1, 4, 3) and destination core is (2, 15, 3). The source
core (1, 4, 3) will insert the packet to the router (1, 4). This
will send the packet to wireless router (1, 0) using optical
link after receiving the token. It will then use the wireless
channel F12 to transmit the packet to the wireless router (2,
12). It will then send the packet optically to the destination

router (2, 15) where it will be ejected from the network. The
whole transmission will take three hops (optical-wireless-
optical). Similarly, cores (1, 13, 2) to (3, 0, 3) use vertical
wireless link (F13) to reach the destination which is shown
in Fig. 5a. So, the minimum hop count is one (optical, intra-
cluster) and the maximum hop count is three (optical-wire-
less-optical, inter-cluster) for 256-core OWN architecture.
The lower diameter of OWN contributes to lower energy
and latency. From Fig. 4, the router shows that the core is
directly connected to wireless or optical transceiver. If intra-
tile communication is considered, there is only traversal
over the crossbar of the local router. the router shows that
the core is directly connected to wireless or optical trans-
ceiver. If intra-tile communication is considered, there is
only traversal over the crossbar of the local router. While
two optical hops are required, OWN architecture is more
scalable than a pure-photonic architecture since wireless
links provide additional flexibility by connecting different
photonic domains. For inter-cluster communication, the
two fixed antennas send packets back and forth. This is
when they will inform the transmitter of the amount of free
VCs in the incoming buffer. This ensures that there is no
overflow of packets between wireless transmitters.

4.4.2 256-Core R-OWN Communication

Consider the R-OWN communication shown in Fig. 5b. The
basic routing mechanism of R-OWN is similar to OWN. The
modification is the use of adaptive wireless links. For exam-
ple, core (0, 0, 0) and (0, 4, 2) both want to send packet to
core (1, 7, 3) and router (0, 3) possess the adaptive wireless
link of cluster 0. That is the adaptive wireless link, FO is con-
nected to cluster 1 at this point of time. Both the cores will
need to send packet to the wireless router (0, 3) for inter-
cluster wireless transmission. By modulating the wave-
lengths associated with router (0, 3), one of the cores will
send the packet first and then the next one. Assume both
the packets are now sitting at the buffer of router (0, 3).
Since two wireless links (one fixed, FO1 and one adaptive,
FO0) are now connected to the wireless router (1, 3) of cluster
1, these two packets will be sent concurrently using FO1 and
FO. At the same reconfiguration time frame, for example
two cores of cluster 0 want to send packet to cluster 2 which
requires the use of vertical wireless link (F02). Since only
one wireless link is connected to cluster 2 from cluster 0,
both the packets will contend for FO2 at the router (0, 12)
and whichever wins the arbitration will transmit. On the
other hand, say the adaptive wireless link of cluster 1 (F1) is
pointing to cluster 3 as shown in Fig. 5b. Hence, cores (1, 13,
2) and (1, 11, 1) both will be able to send packet at the same
time using fixed wireless channel, F13 and adaptive wire-
less channel, F1 to their destination cluster 3 once they reach
the wireless router (1, 12). This is possible, because each
cluster has its own adaptive wireless link and it is config-
ured based on the outgoing traffic from that cluster only.
Now, consider core (1, 13, 2) send the packet first to destina-
tion (3, 7, 1) using wireless link F13. Then if core (1, 11, 1)
wants to talk to core (3, 0, 3), router (1, 12) will assign the
wireless channel F1 instead of F13 as it was used last time.
So, when a wireless router do not have access to the adap-
tive wireless link, it follows the same routing procedure as
OWN and when a wireless router retain the right of the
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Fig. 6. (a) Possible deadlock scenarios in a 256-core OWN, (b) routing path and channel dependency for the deadlock-prone network, and (c) routing
path and channel dependency for the deadlock-free network. HO, DO, H1, V1, V3, and D3 represent wireless router. Solid lines represent optical link
(marked as O,) where dotted lines represent wireless link (marked as W,). Transmission paths of inter-cluster packet A, B, and C are shown in

yellow, red, and dark blue, respectively.

adaptive wireless link, it either chooses one of the wireless
links (fixed and adaptive) or uses both.

4.5 Deadlock Free Routing
There are two types of communication in OWN architecture:
intra-cluster (optical) and inter-cluster (wireless). Either intra
or inter-cluster communication in isolation does not create dead-
locks, however when these two phases of communication are
required, then deadlocks are likely to occur. In Fig. 6a communica-
tion path of three packets are shown. Packet A originates at
router DO, takes the optical link (O,) to the wireless router HO,
travels through the wireless link (W) to arrive at router H1
and then reaches the destination router V1 via optical link
(O2) where it exits the network. Similarly, travel path of
packet B is: Hl-optical link (O)-V1-wireless link (Wy)-
V3-optical link (O3)-D3 and packet C is: V3-optical link
(03)-D3-wireless link (W3)-D0-optical link (O;)-HO. All the
packets require three hops to reach their respective destina-
tion router from the source router. The channel dependency
graph for this network is shown in Fig. 6b. It can be seen thata
circular channel dependency exists in the network due to the
simultaneous transmission of packet A, B, and C which can
be written as: O1—> Wi—> O9—> Wyo—> O3—> W3—> O;.
There are different types of deadlock avoidance techni-
ques. In this work we have provided separate paths for
intra-cluster and inter-cluster communications to avoid
deadlocks. To break this circular dependency shown in
Fig. 6b, we introduce new optical links (O, Os, Og) with
usage restriction. Since we are using MWSR, we assign new
wavelengths to the wireless routers where routers that do
not have necessary wireless link to perform inter-cluster
communication can write. However, on the destination
cluster, packets are sent through the optical links that were
present before. So the travel paths for packet A, B, and C are
DO0-optical link (O4)-HO-wireless link (W;)-H1-optical link
(02)-V1, Hl-optical link (Oj)-V1-wireless link (Wj)-V3-
optical link (O3)-D3 and V3-optical link (Og)-D3-wireless
link (W3)-DO0-optical link (O;)-HO respectively. Therefore,
the new optical links (Oy4, Os, and Og) are used only by the inter-
cluster packets to travel from the source router to the wireless
router and the corresponding channel dependency is shown
in Fig. 6¢c. As can be seen, the proposed network is deadlock
free which ensures all packet delivery. The trade-off is
increased area and power for more links. However, we can

argue that since an optical waveguide contains 64 wave-
lengths, we can use the unused wavelengths without incur-
ring any area or power overhead.

Deadlock Freedom per Cluster. To generalize, consider cluster
0 with three static wireless routers V, Dy and Hy. Now traffic
can flow into and out of the cluster through only the wireless
routers i.e., cluster 1 can communicate with cluster 0 using
Hi—> Hj and similarly, cluster 0 can communicate with
cluster 1 using Hy— > H;. Therefore, to break any cycles, we
need to create more optical links between the wireless routers.
Considering all intra-cluster communication due to inter-
cluster traffic, Vo—> Dy, Vo—> Hy, Dg—> Hy, Dy—> V,,
Hp—> Viand Hy—> Dy a total of 6 extra optical channels are
required to break deadlocks since we are using MWSR design.
When the wireless channel is used for reconfiguration, the
deadlock avoidance simplifies since there are two wireless
channels instead of one wireless channel and it can break the
deadlock. Therefore, including a wireless channel that can be
reconfigured simplifies the deadlock process.

When the wireless channel is used for reconfiguration, the
deadlock configuration simplifies since there are two wireless
channels instead of one wireless channel and it can break the
deadlock. Therefore, including a wireless channel that can be
reconfigured simplifies the deadlock process. We still assume
that we have extra optical links and an additional wireless
link when using the reconfiguration algorithm.

5 OWN IMPLEMENTATION FRAMEWORK:
A FEASIBILITY STUDY

This section will identify the general implementation frame-
work for the R-OWN architecture presented above. It is cru-
cial to clearly point out at the outset that, at present, there is
no single technology that can deliver all device, circuit and
integration requirements for R-OWN. Assuming a robust
on-chip wireless network that operate in 100 GHz range, not
a small feat in itself, will be accessible to the designers, the
crux of the matter is the implementation of photonics layer
that must be assembled on the same substrate as logic and
RF wireless technology. In general, it is envisaged that R-
OWN must use one of the three approaches outlined in
Fig. 7, where conventional silicon technology or 3-D IC inte-
gration are identified to be the most practical avenues. In the
present pragmatic analysis, ‘photonics front’ (approach b) is
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Fig. 7. Possible approaches to implement OWN interconnects. (a) Si-
only approach where a dedicated photonics process must be used to
build optical interconnects at the back of the wafer; or (b) the optical
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considered, whereby material set and design rules of con-
ventional CMOS interconnect technology can be used to
implement a ’‘sub-optimal’ photonic layer for optical net-
work. However, ultimately, 3-D integration of heterogenous
IC technologies (approach c) can provide more efficient and
flexible path to harness optic, logic and RF performance from
multiple signal domains as well as technological platforms
(i.e., silicon, III- V semiconductors and printed electronics) to
realize this inherently hybrid interconnect architecture.
Given the stringent bandwidth and integration requirements
for R-OWN architecture, it is not only reasonable to seek a
heterogeneous solutions, it is actually a necessity. Not count-
ing on the device scaling for raw performance and able to
access many diverse technologies, such a heterogenous
approach can lead to very unique and capable solutions that
was once unthinkable [22]. Until such a holistic technology
approach is viable, however, we can envision that R-OWN
systems of today can be built by an elaborate integration of
mm-wave Si/SiGe BiCMOS technologies and creative use of
interconnect processes, as explained below.

5.1 Realization via Si/SiGe Bi-CMOS Process

Of the three approaches presented above for building
R-OWN interconnects, it is believed that a Si-only approach
with photonic devices implemented using a select number
of metal/dielectric interconnect layers Fig. 7b is the most
practical, low-cost and mature option in the short term.
Neither a dedicated photonics process run on the back-side
of a wafer [23], nor a full 3D integration of three complete
chips [24] can compete with the cost effectiveness and rela-
tive simplicity of this approach. Accordingly, in this section,
general features of a photonics front implementation for
an OWN router are provided in Fig. 8, together with sev-
eral circuit components to demonstrate the feasibility of
>100 GHz transceiver (TRX).

To avoid complexity and expenses associated with two
separate process lines, we assume that all optical switching
components (waveguides, modulators, and coupled-ring
resonators) can be implemented at the back-end of a com-
mercial Si/SiGe BiICMOS technology, as illustrated by sev-
eral groups [25] [26] [27], [28]. It is assumed that three-
metallization layers (M9-11), standard (SiO,, SisN4, SiONy)
and high-K (HfO,/ZrO,) insulators will provide sufficient
process depth to implement all necessary photonic compo-
nents except the (external) laser and SiGe photodiodes on
the main chip. Therefore the major electronic components
for the OWN router will include the design of a low-noise
optical transimpedance amplifiers (TIA) behind the photo-
diodes, crossbars for migration between photonic and
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Fig. 8. (a) Proposed router microarchitecture that combines near-neigh-
bor (electrical), intra-domain (optical), and inter-domain (wireless) links.
Note that the actual radix will be a function of media access protocol
(SWMR/MWSR) and wireless connectivity. (b) Its multi-layer implemen-
tation via diverse technology.

electrical TRX circuitry as well as the necessary mixed-sig-
nal interface for data (de)modulation using Si/SiGe BiC-
MOS heterojunction bipolar transistors (HBT) with a
proven potential beyond 500 GHz [28]. Since SiGe BiCMOS
circuits have been extensively used for fiber communication
[29] at +30 GHz data rates, it will be straightforward to
adapt and simplify TIAs to ultra-low power performance
and low-signal levels necessary for OWN by limiting the
number of SiGe HBT gain elements and trimming the sup-
ply voltage. Another advantage of using SiGe BiCMOS cir-
cuitry is the fact that wireless TRX can also be implemented
using this technology for frequencies (> 180 GHz) where
CMOS cannot deliver necessary signal power and band-
width. The rest of transceiver (TRX) circuitry that operate at
the baseband can be implemented using standard low-
power RF-CMOS to save power and area. The overall
design target for the entire OWN router is high-efficiency
(targeting ~1 p]/bit), minimization of crosstalk between the
digital, RF and optical domains, heat management, and
design of compact ultra-fast bi-directional crossbars and
buffers between optical and wireless TRX blocks.

The design and optimization of wireless links is a greater
challenge for the OWN architecture because of the substan-
tial data rate (16 x 32 = 512 Gbps) required, frequencies
involved (< 600 GHz) and formidable efficiency target
(~1 pJ/bit) to be reached. Both in terms of performance and
dimensions, links delivering such level of performance is
not only an unexplored territory for wireless communica-
tion, it is also beyond what current CMOS technology can
deliver. Nonlinearity, frequency dependent parasitics, low
gain of CMOS devices due to substrate losses and limited
ft/fmax of transistor mean that multiple TRX designs in dif-
ferent technologies may be necessary, each optimized for
the band assigned by OWN architecture. Hence at least two
transceiver designs one in standard RF-CMOS and one in
SiGe BiCMOS are needed, with the latter handling large
frequency bands >180 GHz. For instance, 45 nm RE-CMOS
technology is sufficient for the RF-CMOS circuitry, while
the 90 nm SiGe HBTs used for optical photodetector and
TIAs can be re-purposed to design high-performance power
amplifiers and low-noise amplifiers in the wireless TRX
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unit. To improve efficiency and minimize area, ultra-low
voltage/power single-stage SiGe HBT LNAs [30] and fre-
quency doubling techniques via transistor non-linear opera-
tion [31] may be necessary. Dead bands of 2-4 GHz is
required to minimize inter-channel interference in the pres-
ent design, as opposed to inefficient filtering techniques at
100 GHz on Si. However, in the full OWN design, once
antennas and transceiver placement is completed this issue
may require further analysis.

5.2 Circuit Examples

In this section, several design examples for some of the critical
components of R-OWN router architecture are provided.
Both space and scope of current work does not allow a more
detailed study of R-OWN implementation at this time. First,
we illustrate a power amplifier and oscillator example for
TRX circuits, followed by a simulation example for the ring
resonator crucial for optical switching in the photonics layer.

5.2.1 (Bi)CMOS Wireless Transceiver

Examples of CMOS circuits operating at 60-100 GHz bands are
fairly common today, thanks to several unlicensed bands pop-
ular for indoor short-range links and vehicular radar [32], [33].
These examples constitute the baseline designs in CMOS mm-
wave TRX circuitry to be developed for OWN wireless links.
However, OWN requires even wider bands and operation in
100s GHz. Luckily, given the persistent downscaling of CMOS
devices that have resulted in transistors with 14 nm gate
length, and f; and f,,.. values already exceeding 300 GHz,

TABLE 1
Ring Resonator Simulation Results
Parameters/Results Theoretical ~ Simulation % Diff.
Resonance Peak 1 (nm) 1,534.20 1,534.90 0.023
Resonance Peak 2 (nm) 1,551.50 1,553.10 0.052
FSR (nm) 17.30 18.20 2.535
FWHM (nm) 0.88 0.82 3.529
Finesse (nm) 19.66 22.20 6.06
Q Factor (nm) 1,749.64 1,973.75 6.02
Coupling Coefficient 0.384 0.384 0.000

sub-THz CMOS circuits are not a distant possibility but an
emerging platform for OWN integration [34], [35]. An example
case for power amplifier and oscillator designs are made in
Fig. 9, designed using 55 nm BiCMOS processes. The simple
PA circuit example has 28 GHz bandwidth while the oscillator
is tuned to operate for 60 GHz, which corresponds to hard-
ware needed in the lower two bands in the proposed R-OWN
interconnects. While not strictly optimized, these results show
that ultra-compact and efficient RF-CMOS TRX operating
<180 GHz designed for OWN wireless links are well within
the reach of current Si RF-CMOS technology. For higher chan-
nels where CMOS performance may be inadequate, compact
and low-power amplifier and mixer circuits must be imple-
mented using Si/SiGe HBT devices biased optimally to limit
power dissipation.

5.2.2 Photonic Components

To guide photonic layer design and optimization, a ring res-
onator (RR) structure (the backbone of the optical links)
designed using materials and thickness adapted from a
standard CMOS interconnect process is shown in Table 1
and Fig. 10. Utilizing the available dielectrics (SiO, and
SizNy) at an upper metal layers as described earlier, simula-
tions performed using the FullWave FIDT simulator was
used in this 3D model design. Depending on the RR radius,
proximity, height, and material choices it is possible to tune
channel add/drop characteristics of the ridge waveguides
and to reach a coupling factor of 0.83 and Q-factor of ~2000
which are sufficient for the design of SWMR/MWSR proto-
cols defined earlier. These numbers can be further improved
using more aggressive RR dimensions, material combina-
tions and use of air (or low-«) dielectric. The precise area
and power figures must be re-calculated for the actual pro-
cess to be used at the time of tape-out.
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Fig. 10. Theoretical versus simulated optical intensity at the ring resona-
tor drop-port.
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Fig. 11. (@) The TEM horn antenna structure. (b) The 3D radiation
pattern and (c) H plane radiation pattern of the TEM horn antenna at
160 GHz.

5.3 On-Chip Antennas
As an essential part for on chip communication, many on-
chip antennas have been reported [36], [37], [38], [39]. But
pure inter-chip or intra-chip communication without the
help of off-chip antennas is rarely realized. On-chip anten-
nas are known as the last barrier for intra-chip communica-
tion [40]. The biggest challenge of the on-chip antenna
arises from the low resistivity (thus high loss) and high
dielectric constant of the thick silicon substrate [41]. When
the frequency reaches millimeter wave range, the regular
silicon substrate attracts and confines most of the electro-
magnetic energy, making the antenna radiation efficiency
very low. For example, in [42], the gain of a 24 GHz dipole
on a 300 um thick 10 cm silicon substrate is only measured
as —8 to —10.5 dBi, which is much lower than an ideal
dipole with a gain of 1.76 dBi. Another example could be a
60 GHz Yagi antenna based on 0.18-m CMOS technology
[43]. The gain of this Yagi antenna is only —10 dBi due to
the substrate loss. Although thinning the substrate could
reduce such effect, it is not practical due to mechanical rea-
sons. Another possible way is to add a metal layer between
the antenna and the substrate as an isolation layer. Never-
theless, for antennas like dipoles, this metal layer could gen-
erate a counteractive image current very close to the original
antennas thus making the radiation efficiency very low.
Although artificial magnetic conductor (AMC) could reduce
this effect [44], it takes considerable space and extra layers.
On chip TEM horn antenna is a promising candidate for
intra-chip communications. First, TEM horn antennas have
horizontally pointed radiation patterns. Thus it is suitable
for intra-chip communication. Second, adding a ground
plane not only reduces TEM horn antenna volume into half
(see Fig. 11a), but also separates the substrate from the horn,
eliminating the substrate effects on antenna and enhancing
radiation efficiency. TEM horn antennas also feature wide
bandwidth, which means transceivers at different frequen-
cies can share one antenna. A very wideband on-chip TEM
horn antenna with impedance bandwidth from 100 GHz to
1 THz has been realized in [45]. In this work, a TEM horn
antenna has been designed with a center operating fre-
quency of 160 GHz using the finite-element electromagnetic
software Ansys HFSS. It is fed by 1.42 um wide microstrip
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Fig. 12. (a) Sy; of the TEM horn antenna. (b) The TEM horn antenna Sy,
comparison between the Friis equation and the simulation.
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with 50 Ohm characteristic impedance on the substrate. The
substrate is 0.94 pum thick with ¢, = 4, which corresponds to
the top layer dielectric in silicon technologies. The ground
size is 10 mm by 10 mm in accordance with one cluster size.
The structure of the TEM horn antenna is illustrate in
Fig. 11a, where the maximum horn width a = 3.5 mm, the
maximum horn height b = 1.23 mm, and the length of the
horn ¢ = 1.3 mm. Fig. 12a depicts the simulated reflection
coefficient of the half horn antenna. It has impedance band-
width from 50 GHz to higher than 250 GHz. The radiation
pattern shown in Figs. 11b and 11c demonstrates that the
antenna is directional with gain of 7 dB. In the H plane, the
antenna gain is 2.2 dB. Channel link between two antennas
separated by 154 mm is also simulated. The Sy; plot is
shown in Fig. 12b. A theoretical estimation approximated in
the simple Friis equation is also plotted as a reference. It is
understandable that the simulated Sy; is a bit higher than
the theoretical approximation due to the near field effect.

A TEM horn has directional radiation pattern as well as
wide bandwidth. But it is bulky thus become less suitable
when multiple antennas are needed in limited chip area. As
an alternative, vertical quarter wavelength monopole antenna
which occupies a much smaller foot print is also explored.
Similarly, it has horizontal radiation property and a ground
plane to eliminate the impact of the silicon substrate.

An example of the on chip vertical monopole antenna is
also simulated using Ansys HFSS. The antenna height is
quarter wavelength at 160 GHz (468.75 m) and the diameter
is 10 um. The ground size is 5 mm by 5 mm in accordance
with a quarter cluster size. The center frequency shifts
slightly to 150 GHz. The 10-dB bandwidth is about 20 GHz.
The channel link of the two-antenna communication model
with antenna spacing of 15.4 mm is also simulated. The sim-
ulated Sy; plot is shown in Fig. 13. Reasonable agreement
with the theoretical estimation by Friis equation is obtained.

6 PERFORMANCE EVALUATION

To evaluate the performance of the proposed NoC architec-
tures, we compared the 256-core architecture OWN and
R-OWN with CMesh [46], WCube [3] and Opt-Xbar archi-
tectures. Opt-Xbar is a hypothetical 256-core photonic cross-
bar architecture with a snakelike waveguide. It contains 64
routers with concentration of four cores and uses MWSR as
the arbitration technique. Each router is assigned unique
wavelength(s) where all the other routers can write if they
have the token. CMESH is a concentrated mesh architecture
with four cores connected together with a router. WCube is
also a concentrated mesh architecture, but the wireless
routers are interconnected by hypercube topology [3]. There
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Fig. 13. The monopole antenna S,; comparison between the Friis equa-
tion and the simulation.

are other wired/wireless architectures [14] other than
WCube which also reduce the complexity of using wireless
links. However, in this paper, we have compared WCube
architecture that trades-off wireless bandwidth with wired
connection. We have used Dsent v. 0.91 [12] to calculate the
area and power of the wired links and routers for a bulk 45
nm LVT technology. To simulate network performance for
different types of synthetic traffic patterns such as uniform
(UN), bit-reversal (BR), matrix transpose (MT), perfect shuf-
fle (PS), and neighbor (NBR), we have used a cycle accurate
simulator [47] keeping the clock period same for all the net-
works. In order for a fair comparison between different
topologies, we have kept the bisection bandwidth same for
all the architectures by adding appropriate delay into the
network. All system level simulators allow traces to be col-
lected up to 64 cores and beyond it has been difficult to col-
lect traces. Since we are evaluating for 256 cores, we are
using synthetic benchmarks for our evaluation. We assume
we have 4 VCs with 4 buffer slots per VC for all routers. The
radix includes 4 cores, 15 optical transceivers and 1 wireless
transceiver. The packets are 4 flits long and with each flit
128 bit long.
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6.1 Area Estimation

Area of an architecture consists of link (wired, wireless, and
optical) area, and router area. As shown in Fig. 14f, Opt-Xbar
acquires the highest area which is 27.63 percent higher than
OWN whereas WCube, CMesh, and R-OWN acquires 27.05,
17.35, and 12.96 percent more area respectively compared to
OWN. OWN, R-OWN, CMesh, and Opt-Xbar, all have 64
routers with core concentration of 4. Since OWN has lower
number of input ports and the crossbar of the optical router is
split into two (shown in Fig. 2), it requires less router area.
This can be verified by the fact that Opt-Xbar acquires less
router area than CMesh as it has large number of output ports
with few input ports. WCube is built on top of CMesh and 4
wireless routers are inserted that are connected with 4 other
routers. So, it requires more area than CMesh. For wireless
link, we have assumed the transmitter area as 0.42 mm? and
receiver area as 0.20 mm?” [11]. As the number of wireless
transmitters and receivers in WCube is lesser than OWN, it
requires less wireless link area than OWN. Since, we extend
OWN to R-OWN by implementing adaptive wireless trans-
ceivers, R-OWN requires more transceivers than OWN. Thus,
it acquires higher wireless link area. It also requires slightly
higher router area than OWN due to the increase in the radix
of the wireless router (optical router remains the same). In
this analysis we have ignored the counter and local arbiter
area as they are very small. As photonic link area consists of
the power, data and arbitration waveguide area, it is higher
than the traditional wired link area. OWN (and thus R-OWN)
requires less photonic link area than Opt-Xbar as it contains
several smaller crossbar whereas Opt-Xbar contains one large
crossbar.

6.2 Saturation Throughput and Latency

In this section, we discuss the latency and saturation
throughput of OWN and R-OWN compared to CMesh,
WCube and Opt-Xbar. WCube is an extension of CMesh
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Fig. 14. Latency comparison between different networks are shown for (a) uniform traffic, (b) bit-reversal traffic, (c) matrix transpose traffic, and (d)
neighbor traffic. (€) The saturation throughput of the comparing architectures with geometric mean (GM). (f) Area comparison between the compared

topologies. The network load is flits/cycle/core.
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Fig. 15. Energy per bit comparison between different topologies for vari-
ous types of traffic. This energy calculation includes both leakage and
dynamic components.

and takes wireless link to transmit packets requiring higher
wired hops. To provide the best performance, we have opti-
mized the distance where to take the wireless link instead of
wired link during simulation. We have counted the number
of wired and wireless hop required for each pair of source
and destination cores, and varied the difference between
them to find out the best position to take the wireless link.
For fairness, we have kept the same number of VC and
buffer for all the architectures. Figs. 14a and 14d shows the
latency for the traffic types UN, BR, MT and NBR as a mea-
sure of number of cycles in response to a varied network
load. For the uniform, bit-reversal, and matrix transpose
traffic shown in Figs. 14a, 14b, and 14c respectively, OWN
and R-OWN perform better than other architectures with
latter being the best. This is because both OWN and R-
OWN require maximum three hops to transmit to any part
of the network. Since WCube uses wireless for distant
source-destination pairs, it performs better than CMesh.
While Opt-Xbar requires less time when the network load is
low but it saturates earlier than WCube for uniform traffic.
This is because, with the increase of network load the wait
time for token in Opt-Xbar increases which is also true for
OWN and R-OWN. However, in OWN and R-OWN, less
number of routers share the crossbar. Hence, the delay
increase is small. It can be also verified by observing that
the zero load latency for Opt-Xbar is higher than OWN and
R-OWN. For low network load, OWN and R-OWN have
similar latency because the contention in the network is low
and improvement due to the reconfiguration is small. How-
ever, as the load increases, R-OWN performs better than
OWN as it allocates the adaptive wireless channels effi-
ciently to the routers that are experiencing more traffic. For
neighbor traffic Opt-Xbar shows the worst performance as
shown in Fig. 14d. In case of neighbor traffic, the source and
destination cores are close to each other and the require-
ment of token for every communication in Opt-Xbar
increases the delay. CMesh and WCube perform better than
Opt-Xbar as they do not have such delay. They also perform
very similar as the wireless links in WCube are underutil-
ized. Since wireless link utilization is low, OWN and R-
OWN perform similar. However, they perform better than
CMesh and WCube due to low hop requirement.

Fig. 14e shows the saturation throughput for traffic types
UN, BR, MT, PS, NBR where GM is the geometric mean. As
OWN and R-OWN have lowest diameter, they have highest
saturation throughput for UN and MT. In case of BR, high
inter-cluster communication creates contention at the wireless
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links and OWN has less throughput than Opt-Xbar. However,
since R-OWN adapts with the load pattern, it has the highest
throughput. For PS, utilization of wireless links are diverse.
This causes the saturation throughput of OWN to fall as cer-
tain wireless link is over utilized where the others are under-
utilized. Thus, the improvement of R-OWN with respect to
OWN is highest for PS. While R-OWN has 15.03 percent
higher saturation throughput than OWN, OWN has 7.86,
16.58, and 20.72 percent higher saturation throughput than
Opt-Xbar, WCube, and CMesh respectively.

6.3 Energy

While calculating the wired link energy consumption, we
have multiplied the number of times each wired link tra-
versed collected from the cycle accurate simulation to the
corresponding wired link energy found using Dsent [12].
For wireless link, we have assumed a fixed 1 p]J for each bit
transmission for both WCube and OWN. Although WCube
used 4.5 p]/bit in their paper, we think this is a technology
based parameter and for fairness, all the wireless topologies
should have the same wireless energy cost. During the cal-
culation of optical link energy consumption, we have con-
sidered the worst case scenario. For OWN, R-OWN, and
Opt-Xbar we have also included the power and arbitration
waveguide energy consumption. We have calculated the
router energy consumption per flit and taken into account
the crossbar splitting of the optical router as shown in Fig. 2.

Fig. 15 shows the energy per bit comparison for UN, BR,
MT, and PS traffic patterns with geometric mean. For all
cases, WCube consumes equal or less wired link energy
compared to CMesh as it uses wireless for distant transmis-
sion. However, WCube has lesser wireless channels than
OWN and R-OWN. Hence, number of wireless link tra-
versal and thus wireless link energy for WCube is less com-
pared to OWN and R-OWN. As R-OWN uses more wireless
channels, it consumes more wireless link energy than
OWN. The difference is visible for MT and PS traffic as for
these two, adaptive wireless links are well utilized which is
also reflected in their saturation throughput (Fig. 14e). As
photonic link energy consumption is very lower than the
other technologies, it does not affect the overall energy con-
sumption. However, OWN and R-OWN consumes order of
magnitude lower energy than Opt-Xbar due to smaller
crossbar size. It must be noted that while WCube uses wire-
less channel, it also relies on electrical wired connections
and therefore, consumes more energy. As OWN and R-
OWN connects directly to a cluster, the radix of the router
does not significantly increase while providing extra con-
nections in the wireless domain.

Opt-Xbar consumes lowest router energy because it has
lower number of input and higher number of output ports.
The first factor contributes to the lower buffer power while
the second factor contributes to the lower crossbar power
per flit. OWN and R-OWN consume lower router energy
than CMesh and WCube. This is due to the lower hop
requirement, lower number of input ports with higher num-
ber of output ports and splitting of the crossbar. However,
R-OWN requires higher router energy compared to OWN
due to the increase of wireless router radix. WCube has
more routers with higher radix than CMesh. This is why it
dissipates higher router energy compared to CMesh for BR
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and PS. As increasing the router radix decreases the energy
consumed when compared to using multiple router traver-
sals [48], WCube dissipates lower router energy than
CMesh for UN and MT.

From the Fig. 15, we can see that more than 50 percent of the
consumed energy for OWN and R-OWN dissipates as wireless
link energy. This is because OWN and R-OWN use wireless
for all the inter-cluster transmission whether they are neighbor
or not and wireless energy per bit requirement is compara-
tively high. Although, WCube consume lower wireless energy
than OWN and R-OWN, this off-sets the energy savings in
wired link and router by making it the highest energy
consumer architecture. The end result is that OWN costs
72.99 percent higher energy per bit than Opt-Xbar and 7.47,
54.4, and 61.8 percent less energy/bit than R-OWN, CMesh,
and WCube respectively. Moreover, the wireless energy per
bit requirement is technology dependent and as advances in
technology is made, OWN and R-OWN will greatly be
benefited due to the reduction of this parameter in terms of
energy consumption over the other architectures compared.

7 CONCLUSIONS

In this paper, we uniquely proposed to combine two emerging
technologies, namely photonics and wireless interconnects, to
improve the energy/bit, scalability and overall performance
of on-chip communications. Our proposed R-OWN architec-
ture takes advantage of the adaptive frequency allocation to
improve the wireless link bandwidth to achieve higher perfor-
mance by adapting to application demands. By exploiting the
heterogeneity of two emerging technologies, we reduce the
energy/bit, improve performance and overall power con-
sumption of the network, thereby improving the sustainability
of NoCs and CMPs. With such disruptive technologies, there
are several challenges for designing power-efficient trans-
ceivers and antennas. We believe that as transceiver technol-
ogy and antenna design mature, heterogeneous architectures
will become a reality for on-chip communication.
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